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ABSTRACT

In an earlier paper we had presented a novel dual channel iden-
tification approach for mobile wireless communication systems.
Unlike traditional channel estimation methods that rely on train-
ing symbols, this approach used a bent-pipe feedback mechanism
requiring the mobile station (MS) to send portions of its received
signal back to the Base Station (BS) for wireless channel identifi-
cation. Using afilter-bank decomposition concept, we introduced
an effective algorithm for identifying both the forward and the re-
verse channels based only on this feedback information. This new
method permits transfer of computational burden from the MS to
the resource rich BS and leads to significant savings in bandwidth
consuming training signals. This paper proposes a more informa-
tive feedback method |eading to significant performance improve-
ment over our earlier scheme.

1. INTRODUCTION

Two important tasks in mobile wireless communications systems
are channel estimation, and compensation aided by frequent trans-
mission of training signals. In most future cellular systems the
forward link, carrying data from Base Stations (BS) to a Mobile
(MS), will support higher data rates than the reverse link. Con-
sequently, the estimation and compensation of the Forward Link
Channel (FLC) requires more resources and longer training se-
guences than that of the Reverse Link Channel (RLC). Equally,
the current practice is to assign the compensation and estimation
of the FLC entirely to the MS, which generally has less computa-
tional reserves than the BS.

To permit the resource rich BS to share in the compensation
of the FLC, and to reduce the bandwidth consuming training of
the FLC, in [2] we proposed a new approach to the estimation and
compensation of the FLC in mobile wireless communication sys-
tems using a novel bent pipe feedback mechanism. In principle,
this feedback mechanism enables the BS to estimate and compen-
sate both the FLC the RLC, without any training signals on either
link or resort to blind estimation techniques. While practical reali-
ties temper these expectations, aswe demonstrated in [2], thisidea
has significant advantages.

Specifically, the approach of [2] requiresthat the M S feed back
to the BS a portion of the received signal, over the time slot con-
ventionally reserved for RLC training. Clearly, this permitsthe BS
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to estimate the Roundtrip Channel (RTC). However, the key nov-
ety of our approach lies in the following discovery: By feeding
back only a portion, rather than the entire received signal, one
empowers the BS to identify both the FLC and the RLC from the
roundtrip feedback signal alone. This novel channel feedback does
not require high speed reverse links and naturally accommodates
asymmetric datalink structures, and structures wherethe RLC and
FLC have different carrier frequencies. Furthermore, no additional
training signals are necessary for estimating the RLC at the BS,
though some training for synchronization will still be needed.

As the BS will miss changes in the FLC that occur within
feedback latency, the M S must estimate and compensate the resid-
ual 1Sl in the channel dynamics the BS cannot compensate. Over
reasonabl e distances and mobile speeds these changes are modest
enough to make the partially precompensated FLC dynamics rel-
atively mild. Thus, a 5km roundtrip causes a feedback delay of
16.67 w5, atime span over which the FLC undergoes little change.
Thisis underscored by the fact that in GSM each data frame has a
duration of 557 w5, and training occurs only once per data frame.
Thus the channel variation within the resolution of this delay oc-
curs mainly because of Doppler effect. Yet a vehicle traveling at
100km/hr suffers a maximum Doppler shift of 55 Hz in the cel-
lular band; a shift not large enough to cause drastic changes in
the FLC characteristics over latencies of tens of microseconds.
Thus the residual 1S that must be equalized at the receiver will
be significantly milder leading to the need for much shorter train-
ing sequences on the FLC. Given that no training for estimation is
needed onthe RLC, and that feedback dataoccupiesthe RLC train-
ing slot used in conventional communication, thisimplies substan-
tial savings in the bandwidth devoted to the overall training, and a
siginficant transfer of the FLC compensation/estimation burden to
the BS. Simulations presented in [2] support this contention. This
scheme also permits the use of such adaptive coding at the BS as
has been advocated by several authors [3]- [6].

The scheme of [2] is preliminary in nature. One of its disad-
vantages is that it fails to make as efficient a use of the feedback
dlot asis desirable. In particular a large fraction of the feedback
slot carries zero samples that do not contain useful information
about the FLC. The key contribution of this paper isto formulate a
more informative feedback scheme that carries more information
about the FLC leading to improved FLC estimation.

2. THE FEEDBACK SCHEME

For the most part in this paper we assume that the ratio of the data
rates supportedonthe FLC and RLC is M /L, with M > L. Later
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we will comment on how to accomodate the case of M < L.
Infig. 1 H(z) and G(z) are the discrete time baseband models
of the FLC and RLC respectively, w;(n) are the noise sequence
at their output, z(n) and y(n) are respectively the data sequence
transmitted and received by the BS. The samples s, (n), received
at the MS are rate converted by the N-branch rate convertor, [1]
that generates L samples for every M samples at its input, i.e.
effects arate conversion by afactor of /M. The sequence s»(n)
is retransmitted over the RLC over the slots usually reserved for
RLC training: «(k) models the interference caused by the normal
RLC data because of imperfect synchronization.

In this arrangement N' < L < M. Effectively, over sample
lengths of L, s2(n) contains N out of every M samples of s (n),
and hasin addition L. — N zeros. The scheme in [2] uses only the
top branch of this arrangement, i.e. has N = 1. Consequently in
[2] out of every L-symbol feedback slot only one sample contains
the data received at the MS, with the remaining L — 1 symbols
being zero samples. Thusin[2] the availablefeedback slot isunder
utilized as far as information exchange is considered. This causes
important information to be unnecessarily discarded, reducing the
ability totrack timevariations, resulting in larger residua 1Sl inthe
FL C compensated on the basis of the estimate at the BS. Aswewill
demonstrate in Section 4, the more sophisticated rate convertor
with N = L, leads to improved performance.

Consider the M and L fold typel and Il polyphase decomposi-
tionsof H (=) and G/(=) respectively,i.e. H(z) = Y11 Ei(zM)z"
and G(z) = S0 Ri(=F)=~ 0 Then, [1], absent noise
and interference, Fig. 1 can be transformed into Fig. 2, where
R(z) and E(z) arerespectively, left and right pseudocirculant ma-
trices given by

R()(Z) R] (Z) R’\T (Z)
Ri(z) Ra(2) (Z)
RG)=| : _ @
Rr_i(z) = lRo(z) = Ryn_a(2)
and E(z)=
E()(Z) E1 (Z) EM'?] (Z)
Z_lEM,1(Z) E[)(Z) EMfz(Z)
| . - @
2 By nii(2) 2T 'Evonae En_n
Define
E(z) =[Eo(z), -, En—1(2)] ©)
R(z) = [Ro(z),--+. Rr—a(2)]" @
Define in FngY( ) = [Yi(z), -, YL(2)]" and X(z) =
[X1(2),---, Xa(2)]" where X;(z) andY (z) arethe z-transform

of z;(n) and yi(n). Then we have thefollovvlng relation

©)

Since X;(z) and Y;(z) are known to BS, the round trip chan-
nel R(z)E(z) can be estimated. The question is, under what con-
ditions can one extract H(z) and G(z) from R(z)E(z). Clearly
the best one can hope for isto estimate R(z) and E(z) to withina
scaling constant and common delays among the F;(z) and R;(z).
In the case of [2], such an extraction is possible if either (not nec-
essarily both) of the following conditions apply.

UN

Fig. 1. System model of improved scheme: Rate changer with N
branches.
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ral (2]
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Fig. 2. Polyphase Representation.

Assumption 1 The greatest common divisor (gcd) of the set of
polynomials R;(z) isa pure delay z~¢ (d integer). Further their
maximum order [ is known.

Assumption 2 The ged of set of the set of polynomials E;(z) is
apure delay = =7 (d integer). Further their maximum order [zis
known.

To see why, observe that in the setting of [2], i.e. N =1, (5)
isreplaced by Y(z) = R(z)E(z)X(z). Thus the rank-1 matrix
R(z)E(= )canbeestimated. Observethe k-throw of R(z)E(z)is
smply, Ry (z)[Eo(z), -, Ear—1(z)]. Under Assumption 2, the
ged of theelements of thls row providesto within adelay and scal-
ing, Rr(z) and hence also E;(z) and H(z). Similar unraveling is
possible should Assumption 1 hold.

Observeinthesetting of this paper therank-1 matrix R(z) E(z)
isnot directly available. Yet in the next two sections, we show that
under either Assumption 1 or 2, H(z) and G(z) can be obtained
to within ascaling and delay from the the rounditrip dynamics cap-
tured by R(z)E(z).

3. PROOF OF IDENTIFIABILITY

Inthis section we show that E(z) isidentifiableto within ascaling
constant, from R(z)E(z), when M > L > N, and assumption
2 holds with the common delay d among the E; equalling zero.
In section 3.3, we discuss the case where this common delay is
nonzero. The knowledge of E(z) provides H(z). A similar result
can beformulated when assumption 1 holdsorwhen L > M > N
oowhen L = M > N. Thuseventhecase of L = M can
be captured. In each case the selection of N ensures that some
received signal isdiscarded and sz (n) # s1(n — k).

3.1. Déefinitionsand notations

A(i)=~", where
) V generalized

For an M x N polynomial matrix A(z
l isthe degree of A(z), define the m \[

> imo

><(l—|—
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Sylvester matrix of A(z) as
T (A) = . ®

For ther x Mm matrix B = [B(0),---,B(m

Z B(i)=". @)

where B(i) and Py, 1 (B) have dimension » x M. Note that
P, v (B) isafunction of z.
Definean M x M polynomia matrix Qs (z) as

0 n/ Tn_
QM(2)=< (rop v ) (8)

— 1)], define

P, (B) =

z 01 (m—1)

whereI»;_+ denotes (M — 1) x
denotes the m x n zero matrix.

(M — 1) identity matrix; 0., x»

3.2. ldentifiability
With C(z) = R(2)E(z),

T (CT) = T (BT Tip14m (RT) 9)

Whenever G(z)H(z) # 0, T.(R") and T, (E) are full rank
for al intgers m > 0. Hence 7,,(CT) and T, (ET) have iden-
tical left nullspaces. Thus the knowledge of C(z) provides the
left nullspace of 7., (EZ). The following theorem shows that the
left null space of 7, (E™) under assumption 2 provides H (=) to
within ascaling.

Theorem 1 Suppose E(z) and E(z) are defined in (3) and (2)
respectively and assumption 2 is in force, with d = 0 and M >
L > N. Thenfor anyinteger m > Nl + N —1, T,,(E”) hasa
nontrivial left null space. Suppose B is a matrix whose rows span
the left nullspace of ... (ET). Let

B(z) = [(Pm.m(B))",

Consider an M-dimensional nonzero polynomial row vector £ (z)
with degree /. Then

L Qu H(Pmou(B)'] (10

T(E)Ti,(B) = 0iff E(z) = cE(%) (11)
where ¢ is a nonzero constant.

Thus indeed the left null space of T;,,(B), constructed from the
left nullspace of T, (CT), provides F(z) to ascaling.

3.3. A Subspace Algorithm

Assume assumption 2 holdswith d = 0. Supposethesignalsz(n),
u(n), wi(n) and w, (n) are zero mean, white and mutually uncor-
related. In view of the noise free model of (5), and the knowledge
of z(n) and y(n) at the BS, a standard least squares scheme pro-
vides an estimate of 7,, (CT) and hence its SVD:

T A — (VO ES 0 T/I;I{

Find B whose rows span the left nullspace of 7., (C”), where
m > Nlg + N — 1, and construct B(z) defined in (10). Be-
cause of the assumption of lack of correlation between z(n) and
the noise and interference, B is provided by V,,. Then solving for
71 (E) asthe eigenvector corresponding to the smallest eigenvalue
of Ti, (B)Ti,(B)", where ()" indicates transpose conjugate,
provides E(z). Since 7;,+1 (E) has full row rank onefinds G(z)
also to ascaling constant, using

(Tip1 (B

If E;(z) have acommon delay then thismanifestsin certain columns
of 7,,(CT) being zero. Then applying the above procedure on the
matrix with these zero columns removed provides H (=) and G(=z)
to within ascaling and a delay.

Ti(R) = Ti(C)(

4. SIMULATIONS

We present two simulation examples. The first example shows the
basic performance of the scheme in this paper relative to that of
[2]. The second example illustrates the reduction of training levels
needed on the FL C when channel parameters change with time.

4.1. Simulation |

In the smulation, FLC and RLC are generated from two delayed
raised-cosine pulse C'(¢, o), where « is the roll-off factor. C'(¢, «)
is limited in 8T for FLC and in 6T for RLC. The FLC and RLC
have the respective analog models: 0.3C(t,0.25) + 0.8C'(t —
T/2,0.25) andRLC = 0.5C(¢,0.10)+0.6C (¢t —1/3,0.10). We
use downsampling factor M/ = 3 and upsampling factor . = 2
and N = L. Noises w;(n) and w-(n) are zero mean and have
the same variance. The input signal =(n) isi.i.d BPSK. To ob-
tain a performance measure of channel estimation, we define the
normalized root-mean-square error (NRMSE) as

M,

NRM _— hiy —h 1
A SIS

where M, isthe number of Monte Carloruns, 7 isthe actual chan-
nel and A,y is the ¢ estimation. In our simulation A, = 100.
In each run 600 symbols are used. We call the scheme in [2] old
scheme and the scheme in this paper new scheme. Fig. 3 shows
NRM SE versus input SNR, where input SNR is defined as

)/E(wi (n)) (14)

A zero-forcing preequalizer is constructed for FLC and a post
equalizer for the RLC, on the basis of the FLC and RLC estimates.
Both are housed at the BS. Equalizer SNR for the FLC, is com-
puted using the signal power at the FLC input. For RLC, it uses
the signal power at the equalizer output. BER versus equalizer
SNR is displayed in Fig. 4, where the input symbol is BPSK sig-
na. Both figures show the performance improvement due to the
more informative feedback of this paper.

Input SNR = 101og 10E(2” (n)

4.2. Simulation Il: Reduced training for atime varying chan-
nel

We use COST-207 Typical Urban(TU) [7] model with 100 echo
paths, BPSK data and maximum Doppler frequency 55Hz. We
assume the channels to be quasistatic, i.e., time-invariant in one
frame and time-variant from frame to frame. The receive filters
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NRMSE

BER

10

T oric thus saves more bandwidth than the old scheme when input SNR>
T QaRee 6dB. By way of further comparison we note that at 18dB SNR,
b New.RLC while the training sequence length in [2] is 30% of (a), the length
‘ for the new scheme is only 15%, i.e. half that needed by [2].

1.4 T

—— New scheme
—©— Old scheme

1.2 q

10 |

2 L L L L L L
25 30 35

10

15 20
Input SNR(dB)

Fig. 3. NRMSE versus input SNR for both schemes

; I I I I I
—&- Old,FLC ¢} 2 4 8 10 12 14 16 18
—— OId,RLC Input SNR(dB)

—— New,FLC
1074 —— New,RLC ||
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Fig. 5. ny /n: versus SNR at the same BER.

5. CONCLUSION

In this paper, a bent pipe multi-branch feedback scheme is used
to estimate FLC and RLC from RTC. By exploiting the properties
of the nullspace of pseudocirculant matrices, the identifiability re-
sult and unravelling method are derived for thisimproved scheme.
Since thisimproved scheme uses more information from FLC, we
get performance improvement compared to the schemein [2].
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