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ABSTRACT the retrieval accuracy. Experiment results show the effectiveness

This paper proposes a novel method to retrieve cartoon charactef nd accurate performance of the method.

images in a database or network. In this method, partial features

of an image, defined as Regions and Aspects, are used as keys 2. COMPUTATION OF SIMILARITIES

to identify cartoon character images. The similarities between a i i o

query cartoon character image and the images in the database af@Ur method consists of two parts: computation of similarities and
computed by using these features. Based on the similarities, thdraining. In this section, the first part is presented. Its flow is as
cartoon images same or similar to the query image are identified fllOWS:

and retrieved from the database. Moreover, our method adopts i. Given an input imagé®.

a training scheme to reflect the user's subjectivity. The training i, segment’* into N Regions,R¥ (i=1,2,---,N).
emphasizes the significant Regions or Aspects by assigning more
weight based on the user’s preferences and actions, such as select- (i), pe (i), pul (), p (i), u® (i) and g, , (i), are
ing a desired image or an area of an image. These processes make ﬁém ,uﬁegd » Ho )y Hay 1 1)y Hag Hay 2{):

the retrieval more effective and accurate. Experiment results verify P '

iii. For each RegionRy, nine Aspectsu; (i), e (1), pp (4),

the effectiveness and retrieval accuracy of the method. iv. The similarities between™ and the images in the database,
IPr 182 ... and I®L, are computed by using the above
1 INTRODUCTION Regions and Aspects as feature keys.
' v. Theimaged” 172, ... and I°" are sorted in descend-

The popularity of the World Wide Web has created needs for search ing order from the best matching and their thumbnails are
engines, which find contents with retrieval methods. One of the displayed accordingly.
greatest needs is “image retrieval”, i.e., retrieving the desired im- The details of (ii), (iii) and (iv) are described as follows.
ages from databases or network, in which cartoon image retrieval
is a big share. 2.1. Segmentation of an Image into Regions

Many image retrieval methods have been proposed [1]-[4].
These methods use various keys, such as words in “the key wordCartoon character images consist of several areas enclosed with
retrieval method"[1], sample images in “the query by images metho#oundaries in many cases as shown in Fig.1. We define these areas
(QBI)”[2], same patterns in “the pattern matching method"[3], and asRegions For instance, the input imagé' in Fig.1 is composed
color histograms in “the color based retrieval method”[4]. How- Of five regionsR;* (i = 1,---,5) with the center of gravity=~.
ever, these keys may not work well for retrieving the cartoon char- For each regiom7, its center of gravity is denoted g§, and6;’
acter images due to the following reasons: A large number of datais the angle between the horizontal lihand lineG~gg, which
which do not include the same character images are identified, ifare counterclockwise rotated from
the name or title of a cartoon image is used as a key word; and
since the same cartoon character images sometimes have differer®.2. Aspects of a Region

colors or drastically changed shapes. T . . .
y 9 P Although we can calculate the similarities with the regions, addi-

We propose a novel retrieval method specialized for cartoon | ble ind h . f : he rel
character images. In our method, partial features of an image,ional computable indexes, or the properties of a region, the rela-

which are defined as Regions and Aspects, are used as retriev: onship among the regiP”Sz etc., are necessary in order.to O‘?tai“
keys. The Regions are the areas which segment the image base e similarities more objectively and_accurately. We define nine
on its boundaries; Each Region has nine Aspects, which represenk('nds OT parameters _calle@spectsyvhlch_repre'_sent features and
different properties of the Region from various viewpoints. With p_rgpe_rhes of the regions from various weyvpomts. They are clas-
the Regions and Aspects, the similarity of two images, an input S_'f'eg into three different QrOUF’dS- S{‘d dh‘?‘?]"?‘fjbe'owh

image and an image in the database, is computed. Moreover, wel) The Aspects; (4), pe (2) andyey,*, which indicate the proper-
adopt a training scheme to reflect the user’s subjectivity during the

ties of the target RegioRy", are defined as follows:
process of the similarity computation. The training emphasizesthe @ w'(4) is computed from the number of the opened lines in

significant features by assigning more weight so that it improves Rf as
This research is partly supported by Grant-in-Aid for Scientific Re- ui(i) = - . ()
search (C) 14550343, Japan Society for the Promotion of Science (JSPS). 1 + (the number of the opened lines itf)
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m=1,2 n=1,2.

e 15 (i) indicates the degree of occlusions fBf*. In this
method, 'Ry occludesRy” is defined for the following
three conditions as shown in Fig.2: @} is enclosed with
Ry; (b) RS occludes part o?;'; and (c) representsRy
occludesRg” since (b) and (c) exist simultaneously, but (b)
is given higher priority. By using these definitions; (¢) is
computed by the order for the Regions, where the occlud-
ing Regions are higher priority than the occluded Region. If
these regions are indicated B, < R, < --- < Rg, <

- < Rg., whereRg,, Rg,, -+, and Rg, correspond
Fig. 1. This image consists of five areas which are labele®@s to 3?7 RS, ---, and Ry without overlappingug (o) is
- R, andRs. defined as
) 4y a(o_) _ i (5)
polo) = N1

database is computed in two steps: (1) computes the similarity
between two Regions, and (2) computes the similarity between the
two images by using the results from the previous step.

@ ﬂ 2.3. Computing similarity

5 By using these Regions and Aspects, the similarity between the
Ro input imagel™ and an imagd” (8 € {61, 82,---, Br}) in the

@) (b) (c)

Fig. 2. Definition of three types of occlusions fpf; ().
2.3.1. Similarity between two Regions

e 12 (4) indicates the complexity of the boundary Bf* as Suppose each Regio®®], Ry, - ,R},--+, or R}, in I" is
oo 4x(the size ofR?) , mapped to one of the Region&y, RS, --- ,R7,--- , and Ry,
pe (i) = (the length of the boundary d{?)z' @) in I” without overlapping. The similarityzg between the two

o _ _ Regions R] and R/, is computed as
e (i) indicates the partial analysis of the boundaryrf.
Itis described by the positive/negative maxima/minima val- ~8 iy .
ues of the curvature from the boundary®f based on the Sig = > wi) el 9)- (6)
definitions of Process Grammar[5], which is a method to k=o,c,v,9,a,L,p
describe the shape of boundaries.

(i) The Aspectsuy (¢) andug (¢), which indicate the relationship
between the target Regid®f* and the input imagé®, are defined

iy (3) — L H\
2 follows: fuli g) = VTQ%)/J ( |exp <—; (W) >dm,
To), Ok

e 15 (4) indicates the ratio of sizes betwe&} and/<,

Fork =o,c,v,g9,a,l,

pl (i) = m. @) whereo? () (k = o, ¢, v, g, a, 1, p) are used to normalizg, (i, 5),
the size off which are standard deviations pf () (k = o,¢,v,g,a,1l,p) of
e ug (i) indicates the relative distances betwggrandG*, the images in the database. Amg (j) (k = o0,c,v,g,a,l,p) are
97 — G| the weights of the Aspects, which indicate the importance of the
pe (i) = 9i . . 4) Aspects, and are controlled by training that will be described in the
Heywood Radius of 7 next section. The functiof, (i, j) is defined as
(iii) The Aspectsug) , (i), pa, , (4), pa, , (7) andug (4), which in- 9 u] () —u ()] 22
dicates the relationship among the target Regtdrand the other Ip(i,3) = 7[,/ exp <— T 2) dz,
Regions, are defined as follows: V2ray(3) Jo 20 (5)

o gy, (4), Ma,, (4) andpug, , (i) indicate the relative posi-

tion of Ry* and are computed using the following equations: 1

L+d (30, 15)) v

¥ B
0 o 0 aa m(p)—u'(p)‘=1—
Ma (Z) — Zngrngz gi+n/7r Angmgl g'H»n < !
m,n LG8 08 95/ T — 1 LG8 Gf g >

The method to compute the virtual radius from the size of an area, Whered (u; (i), u?(j)) is the minimum number of deformation
defined ad/, by regarding the Region as the circléeywood Radius = required in order that the shape Bf transforms intoR”, which
\/¥[6]. is used in Process Grammar.
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2.3.2. Similarity between two images

The similarity.S”? between two image” andI” is computed as

®)

S8 = maxz n?n%F(i,r?)sﬁB,
wheren] and nf are the weights of the Regions which indicate
the importance of?] ande ; 77 indicates the label of the Region

which is mapped ta&?]; and F'(4, j) is computed as the following

if the number of the FZ{egions iR is larger than the number of the
Regions in?,
F(7’7.7) = max(f(i, Tf, a1,1)7 f(i77'?7

5 _ .8 B B
“ﬁ*“mm)“lﬁfﬂnﬁfgﬁln

al,2)7 f(lv Tiﬁ7 aQ,l))’

otherwise

F(Z,]) = max(f(r},j,a1,1),f(r;’,j,a1,2), f(r;'/7j7 aqu))v
Y — Y Yo
try (Oman) = 2073 90393

n

where-} indicates the label of the Region which is mapperﬂ?,fo

3. TRAINING

13 () — s, ().

Action2 Selecting an important Region ify.
After R is selected as an important Region, the weigh®pfn;,
becomes a constant valke.

Action3 Selecting a particularly different image from the
thumbnails to decrease its significance.

After I”+ is selected as a particularly different image, each weight

of the Region inI” , n} (i € {1,...,N}), is recomputed as

k2
follows:
~

3
’.Y = k‘ u
ni =TT
wherek;, andks are constant values; amgl is the total number of
the Regions which satisf:y::a > Sﬁ?tf, (t=1,2,---,L).
Actionl is essential to obtain the desired image, and Action2

and Action3 are optional and can be used to assist retrieving the
similar images.

+ k37 (11)

4. EXPERIMENTAL RESULTS

We show the effectiveness of the proposed method in this section.
The images used for the experiments are scanned binary images
of cartoon characters: Fig.3 (a) — (g) are the input images and
(A) — (F) are the images in the database. In the experiments, the

Some particular features are particularly significant to increase thedesired images are defined as the same characters in the cartoon;
degree of similarity in many cases. For example, the featuresthe constants are given as = 3.0, k2 = 1.5 andks = 0.5.

which indicate hairs or eyes may be more significant than others.

By signifying these features, it can improve the retrieval accuracy.
In order to incorporate this observation, we control the weights of
Regions,n;, and the weights of Aspects;; (k). Further, since

4.1. The experiments of computing similarities

First, experiments to examine the effectiveness of the computa-

these features depend on the user’s purpose and preference; thgon of similarities are performed. Both of the similarities and the

following training system is derived in order to reflect the user’s
subjectivity for computation of the similarity,

After the thumbnails of °1, %2 ... 152 which are selected
as the similar images to the input imafjg have been shown, the
user can perform one or more actions of the following, and then
the weights are controlled accordingly:

Actionl Selecting the desired image from the thumbnails.
After the desired image[ﬁs, is selected, the weights of the Re-
gionsn”s_ and the weights of the Aspects’s_ (k) in 1% are
given by '

~

v U
T

pgnew  ggold
Nas TN as
K

9)

T

B new . . B old
wheren”s_ indicates recompute;dﬁgs,m the case that”;_
T. T. r.

indicateSnﬁgs; andu] is the total number of the Regions which

satisfys”’s_ > 7% . Further,
0,7, 7
N
Bgmew _ pgold ) (Tl)
mrfs (n) = mrfs (n) + Ll— 1’ (10)

wheren is one of the Aspectsn”’s.
T

. old . .
inthe case thaﬁfgs (n) |nd|cate9nf§S (n); andu] (n)

(n) indicates recomputed

B
m’. ()

is the total number of the Aspects, which satiwy(n)fuﬁgs (n)] >

orders of similarity are shown together in Table 1. The results
of the same character image as each input image are indicated in
bold. The larger the value, the more similar the two images and
the higher the order of similarity. For example, for input image (a)

in the first row, image (A) is the most similar and (D) is the least
similar. The results indicate the similarity between the inputimage
and the same character image is the highest in 6 out of 7 cases, i.e.,
the retrieval effectiveness is 86%. In the other experiments, which
utilizes another 25 different characters, the retrieval effectiveness
is 83.5%.

4.2. Training experiments

Next, we examine the effectiveness of the training. Assuming that
image (c) in Fig. 3 is the input image, the following three trainings
are performed separately, and the similarities and the orders are
shown in Table 2:

i) Actionl
Selecting image (B) as the desired image.
ii) Action2 + Actionl
Selecting the Region which indicates hair in image (c) as an
important Region, then selecting (B) as the desired image.
iii) Action3 + Actionl
Selecting image (E) as the unnecessary image, then select-
ing (B) as the desired image.

These results show that training improves the retrieval effective-
ness with 100% successful rate since all of the results show the
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Fig. 3. (a)-(g) are the input images and (A)-(F) are the images in the database. The same character pajr8jargh, c, B}, {d, C}, {e,
D}, {f, E}, and{g, F}.

same desired character image has the highest similarity to the in-We would like to thank Mr. Masayuki Katayama, Mr. Koichi

put image. Aoyama at Kodansha, Mr. Takahashi at Takeshobou, Kodansha
Further, the proposed method is applied to another 20 differ- and Takeshobou, for allowing the use of the cartoon characters in

ent characters, which are drawn by four different authors, and its our research.

retrieval effectiveness after the training is also 100%. Therefore,
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O@| na| sn| ast| en| an| Bn (% [P0 Do [®e (B
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< (f) 2nd 3rd 5th 4th 1st 6th (i) 3rd 1st 4th 6th 2nd 5th
~ 0.4804 | 0.4005 | 0.4403 | 0.4104 | 0.4233 | 0.5583 [ 04966 | 0.6720 | 0.4797 | 0.3951 | 0.5134 | 0.4125
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