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ABSTRACT 
This paper studies the compression of a dynamic IBR 
representation called the simplified dynamic light fields 
(SDLF).  It is obtained by constraining the viewpoints in a 
dynamic environment along a line instead of a 2D plane.  The 
simplified dynamic light fields have a dimensionality of four, 
which considerably simplifies their capturing and data 
compression.  A new coding algorithm for this simplified 
dynamic light fields using a modified MPEG2 algorithm is 
proposed.  It employs both temporal and spatial predictions 
from the reference video streams to better explore the 
redundancy among the light field images.  Experimental results, 
using a synthetic SDLF, show that the proposed compression 
scheme offers a 2 dB improvement in PSNR over a similar 
coding scheme using only temporal prediction. 

1. INTRODUCTION 
Image-based rendering (IBR) is an emerging and 

promising technology for rendering photo-realistic views of 
scenes and objects from a collection of densely sampled 
images.  Central to IBR is the plenoptic function, which is a 
versatile generalization of traditional images and videos and 
new framework for developing revolutionary virtual reality and 
visualization systems such as interactive or new immersive 
television systems.  Another important advantage of IBR is the 
superior image quality that it offers over 3D model building, 
especially for very complicated real world scenes.  
Furthermore, it requires much less computational power for 
rendering, regardless of the scene complexity.  Thus, it is also 
very useful in re-rendering complicated synthetic environment, 
which can be very time consuming.  Unfortunately, IBR 
representations usually consist of hundreds or thousands of 
images, which involve a large amount of data.  To simplify the 
capturing and storage, various IBR representations with lower 
dimensions have been advocated [2-7].   

One of the important problems in IBR research is the 
compression of dynamic IBR representations of real world 
scene [16] or synthetic data.  Most IBR representations reported 
so far deal with static scenes.  This is largely attributed to the 
logistical difficulties in capturing and transmitting dynamic 
representations, which involve a huge amount of data.  The 
latter has simulated considerable research effort into efficient 
compression methods for various IBR representations such as 
the light field, lumigraph, and concentric mosaics [10-14].  In 
this paper, we study the compression of a four-dimensional 
dynamic IBR representation, called the simplified dynamic light 
field.  More precisely, we focus on the light field of dynamic 
scene with viewpoints being constrained along a line instead of 
a 2D plane to obtain a simplified plenoptic function with four 
dimensions.  This can greatly reduce the complexity of the 
dynamic IBR system.  At the same time, the user can still 
observe significant parallax and lighting changes along the 
horizontal direction.  Furthermore, the given number of cameras 
can be used to maximize the sampling rate along the horizontal 
direction and thus reduce the risk of insufficient sampling in a 

2D configuration with the same number of cameras and 
horizontal panning range.  The proposed compressed algorithm 
is a generalization of the MPEG2 algorithm for coding multiple 
adjacent video streams in the simplified dynamic light fields.  It 
employs both temporal and spatial predictions to better explore 
the redundancy in dynamic light fields.  Spatial prediction or 
disparity compensated prediction has been used in coding of 
static light fields [10-12] and stereo images [19].  The coding 
algorithm considered here can be viewed as their generalization 
to the dynamic situation.  Experimental results were performed 
to evaluate the efficiency of this coding scheme.  Using a 
synthetic dynamic light field, it was found that spatial 
prediction significantly improves the coding efficiency.  
Together with temporal prediction, most of the macroblocks can 
be predicted satisfactorily, yielding about 2 dB improvements in 
performance.   

The paper is organized as follows: a brief introduction to 
the plenoptic function and the simplified dynamic light field 
(SDLF) is given in Section 2.  The proposed compression 
algorithm for SDLFs is described in Section 3.  Experimental 
results are presented in Section 4.  Finally, conclusions are 
given in Section 5.   
2. SIMPLIFIED DYNAMIC LIGHT FIELD (SDLF) 

Central to IBR is the plenoptic function, which was first 
used by Adelson and Bergen [1] to describe all the radiant 
energy that can be perceived by the observer at any point 

),,( zyx VVV  in space and time τ .  At each point in space, we 
can select any of the viewable rays by choosing an azimuth and 
elevation angle ),( φθ  as well as a band of wavelengths, λ .  
For dynamic scenes, there is an additional time variable τ .  
Therefore, the plenoptic function p  has seven dimensions.  
Due to its high dimensional nature, data reduction or 
compression of the plenoptic function is essential to IBR 
systems.  The simplest two-dimensional plenoptic function is 
the panorama [2,6].  A panorama can be constructed by first 
taking a set of images at different angles along a given axis.  
The images are then re-projected onto a cylinder to create the 
panoramic image.  During rendering, part of the panoramic 
image is re-projected onto the screen to produce the view at a 
given angle.  QuickTime VR was one of the first virtual reality 
systems using this concept [2].  Chen and Williams’ view 
interpolation [8] and McMillan and Bishop’s plenoptic 
modeling [5] also used a similar technique.  Other important 
four-dimensional IBR representations are the lumigraph of 
Gortler et al [3] and the light field of Levoy and Hanrahan [4].  
They demonstrated that new views of a scene could be rendered 
from images taken at points in a 2D plane, as illustrated in 
Figure 1.  Using this 2D array of images, it is possible to render 
different views of the object or scene at different viewing 
angles.  By scarifying to different extents the degree of freedom 
in space, lumigraph and light field reduce the dimensionality of 
the plenoptic function to four, after ignoring wavelength and 
time.  The lumigraph differs from the light field in that an 
approximate geometric model of the object, in addition to the 
2D array of images, can be used to improve the quality of the 
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reconstruction at lower sampling densities.  Another simpler 
IBR representation is the 3D concentric mosaics [7], which is 
obtained by constraining the viewpoints on a horizontal plane.  
An interesting 3D dynamic IBR representation is the panoramic 
video or time-varying environment map [2].  Panoramic video 
is a sequence of panoramas created at different locations along a 
path in space, which can be used to capture dynamic scenes at a 
stationary location or in general along a path with 360 degree of 
viewing freedom [18]. 

One of the important problems in IBR research is the 
capturing and compression of dynamic IBR representations.  By 
dynamic IBR, we meant higher dimensional plenoptic function 
with time variable, other than traditional videos.  For example, 
if multiple video cameras are employed in capturing the light 
field or lumigraph in Figure 1, we obtain a 5D plenoptic 
function or dynamic light field.  This will allow us to render 
time-varying or dynamic scenes at any position on the 2D plane 
and develop photo-realistic and interactive virtual reality and 
visualization systems.  Unfortunately, from the sampling 
analysis in [15], the sampling rate of a static scene will depend 
on the depth and its variation of the scene.  A large number of 
cameras in a 2D arrangement, say 64×64 might be needed.  This 
creates hundreds of videos, which have to be compressed and 
stored in real-time.  To avoid such a high dimensionality and 
the excessive hardware cost, we shall focus on light field with 
viewpoints being constrained along a line instead of a 2D plane.  
This simplified dynamic light field (SDLF) has a 
dimensionality of four, i.e. ),,,( τsvu .  Apart from the 
simplicity of the overall system, there are several reasons for 
such a choice.  First of all, the user can still observe significant 
parallax and lighting changes along the horizontal direction.  
Secondly, the given number of cameras can be used to 
maximize the sampling rate along the horizontal direction and 
thus reduce the risk of insufficient sampling in a 2D 
configuration with the same number of cameras and horizontal 
panning range.  In this paper, we shall limit our scope to the 
compression of this simplified dynamic light field for synthetic 
scenes.  The capturing problem will be reported in future 
publications.  The main objective is to reduce the re-render time 
for time-varying computer graphics, as we shall demonstrate 
later in Section 4.  The proposed algorithm, however, also 
applies to real-world scenes.  

3. COMPRESSION OF SDLF 
Since dynamic IBR representations usually have large data 

sizes, an efficient compression algorithm is always desirable to 
reduce the amount of storage and bandwidth for transmission.  
In simplified dynamic light fields (SDLF), video streams are 
obtained by sampling the plenoptic function in a 1D array.  The 
adjacent video streams will appear to be shifted relative to each 
other.  In order to explore the correlation in the SDLF, we 
divide the video streams into groups and compress them 
together.  The proposed method for coding the SDLF is shown 
in Figure 3.  Only three videos are shown for simplicity, and we 
call it a group of field (GOF).  To provide random access to 
individual pictures, we have adopted a modified MPEG-2 video 
compression algorithm [9] to encode the image frames.  There 
are two types of video streams in the proposed dynamic light 
field: main and secondary video streams.  Main video streams 
are encoded using the MPEG-2 algorithm, which can be 
decoded without reference to other video streams.  The image 
frames in a main stream are divided into I-, P-, and B-pictures, 
where I-pictures are coded using intra-frame DCT-based 
transform coding, while P-pictures are coded by hybrid motion 
compensated/transform coding using previous I- or P-pictures 
as references.  B-pictures are coded by a similar method except 

that forward and backward motion compensations are 
performed by using nearby I- or P-pictures as references, these 
are indicated by the block arrows in Figure 3.  The light field 
images captured at the same time instant as the I-pictures in a 
main stream constitute an I-field.  Similarly, we define the P- 
and B-fields as the light field images containing respectively the 
P- and B-pictures of the main video stream.  Pictures from the 
secondary stream in the I-field are encoded using “spatial 
prediction” from the reference I-picture in the I-field.  It is 
because adjacent light field images appear to be shifted relative 
to each other, similar to the effect of linear motion in video 
coding.  Such displacement of pixels is called disparity and is 
related to the objects and viewing geometries.  This kind of 
prediction, which is called disparity compensated prediction, 
has been used in coding of static light fields [10-12].  The 
coding algorithm considered here can be viewed as their 
generalization to the dynamic situation.  Pictures from the 
secondary stream in a P-field are predicted using spatial 
prediction from adjacent P-picture in the main stream, and the 
forward motion compensation from the reference I- or P- fields 
in the same secondary stream.  Pictures from the secondary 
stream in B-field are predicted using spatial prediction from 
adjacent B-picture in the main stream, and the 
forward/backward motion compensation from nearby reference 
I- and/or P- fields in the same secondary stream. 

For simplicity, we have only included one main stream in 
each GOF.  More sophisticated disparity compensation schemes 
such as bi-directional prediction with multiple main streams can 
be incorporated in a single GOF or successive GOFs.  Our 
scheme can also be generalized to 2D GOFs in the compression 
of 5D dynamic light fields, with main streams distributed on 
certain points in the 2D array, instead of a 1D array considered 
here.  In order to maintain a uniform reconstruction quality 
among the SDLF, we allocate a higher bit rate to the main 
stream than the secondary streams because the I-pictures in the 
main stream usually require considerably more bits than P- and 
B-pictures.  Furthermore, the rate control algorithm of the 
MPEG2 Test Model 5 is used to prevent buffer overflow and 
underflow problems, although other more sophisticated rate 
control algorithms can also be applied.  Efficient accessing 
mechanism is a major requirement in IBR compression.  For 
static and dynamic light fields and lumigraphs, random access 
at the pixel level is required.  As most existing compression 
algorithms employ entropy coding, such as Huffman or 
arithmetic coding, the symbols after compression will be 
variable sizes.  It is, therefore, very time-consuming and 
memory intensive to retrieve and decode a single line or pixel 
from the compressed data if there is no such provision for 
random access.  To address the random access problem, 
pointers are embedded into the compressed data stream as in 
[11,13,17].  During rendering, the required macroblocks will be 
selectively decoded from the compressed data stream.  
However, these pointers add the overheads to the compressed 
data stream. 

4. EXPERIMENTAL RESULTS 
The SDLF used in our experiments is synthetic and it was 

rendered by using the 3D Studio Max software.  Figure 2 shows 
part of the SDLF used in this study.  The data sets consist of 
16×1 24-bit RGB videos with 320×240 pixels and 24 frames 
per second.  This SDLF is compressed using the proposed 
coding algorithm.  Coding results for different mumber of video 
streams in a group of field (GOF) are investigated, and they are 
plotted in Figure 4.  For SP3, we have three video streams in the 
GOF as illustrated previously in Figure 3.  For SP5 and SP7, we 
have five and seven video streams, respectively.  As a 
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comparison, we also compressed all the video streams of the 
synthetic SDLF by MPEG2 algorithm independently.  It can be 
seen that the performances of the proposed algorithm using both 
temporal and disparity compensations have significant 
improvement, about 2 dB, over the independent coding scheme.  
This shows that there is significant amount of spatial 
redundancy among the video sequences.  When the number of 
video streams in the GOF, and hence the number of secondary 
streams, is increased, the PSNR improves because less I-
pictures are coded and better disparity prediction is obtained in 
the SDLF.  However, the difference between SP5 and SP7 is 
small because disparity compensation will be less effective 
when video streams are far apart.  Figure 5 shows two typical 
reconstructed images in the SDLF using SP7.  They show good 
quality of reconstruction at a bit rate of 194k bits/s per video 
stream (compression ratio=228).  In order to study the 
performance of the spatial prediction, we calculated the number 
of macroblocks used in different prediction types and they are 
summarized in Table 1.  At a bit rate of 1.78M bits/s per stream, 
secondary video streams which are next to the main video 
stream (distance d=1) have 35.2% of their macroblocks 
predicted by disparity compensation prediction.  When the 
distance (d) increases, there are fewer macroblocks predicted 
spatially.  This drops to 29.4 % when the distance is increased 
to 3.  The reason is that the prediction will become more 
difficult when the distance from the main video stream 
increases.  This might be improved by using bi-directional 
disparity compensation prediction.  Furthermore, it is noted that 
this percentage depends on the target bit rate.  For example, 
when we decrease the bit rate, more macroblocks (up to 50%) 
will employ spatial predication.   

5. CONCLUSION 
A new compression algorithm for coding a dynamic IBR 

representation called the simplified dynamic light fields (SDLF) 
is presented.  The SDLF is obtained by constraining the users’ 
viewpoints in a dynamic environment along a line, instead of a 
2D plane in the static light field.  The SDLF have a 
dimensionality of four, which considerably simplifies its 
capturing and data compression.  The proposed coding 
algorithm is based on a modified MPEG2 algorithm.  It 
employs both temporal and spatial predictions from the 
reference video streams to better explore the redundancy among 
the light field images.  Experimental results, using a synthetic 
SDLF, show that the proposed compression scheme offers a 2 
dB improvement in PSNR over a similar coding scheme using 
only temporal prediction. 
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is presented.  The SDLF is obtained by constraining the users’ 
viewpoints in a dynamic environment along a line, instead of a 
2D plane in the static light field.  The SDLF have a 
dimensionality of four, which considerably simplifies its 
capturing and data compression.  The proposed coding 
algorithm is based on a modified MPEG2 algorithm.  It 
employs both temporal and spatial predictions from the 
reference video streams to better explore the redundancy among 
the light field images.  Experimental results, using a synthetic 
SDLF, show that the proposed compression scheme offers a 2 
dB improvement in PSNR over a similar coding scheme using 
only temporal prediction. 
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Fig. 2. Simplified dynamic light field images.   
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Fig. 5. Frame 488 of reconstructed images in the SDLF, from main (left) and secondary (right) video streams (194kbps per stream). 
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