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ABSTRACT

In this paperwe proposea reducedcomplexity techniquefor the
rate-distortioroptimizationin JVT/H.26Lin thepresencef paclet
erasureslt is namedfew decoders in the encoder, andis basedn
the ideaof generatinga selectednumberof error patternsin the
encodersothatalimited numberof co-decodingprocessesanbe
implementedo estimatghetransmissiomistortionterm. Thecor-
relationamongsipaclet erasuress taken into accountemplagying
abinary Gilbert model. The proposedalgorithmexhibits compet-
itive performancen termsof averagePSNR and probability of
decodingfailure,with very affordablecompleity andmemoryre-
quirements.

1. INTRODUCTION

In this latter years,therehasbeenan increasinginterestin mul-
timediaapplicationsover networks subjectto bit errorsor paclet
erasureslin orderto provide acceptablevideo quality in suchsit-
uations,a compromisenustbeidentified betweerQuality of Ser
vice (QoS),bandwidthor transmissiomate,anddelay Thiscanbe
achievedimplementingerrorresilienttechniquesttheencoderas
well asforward error correctionat the network adaptationayer,
and concealmenbf the residualerrorsat the decoderside. Re-
siliencetools, suchasreversiblevariablelength coding (RVLC),
insertionof intra-macroblocksdatapacletization,areincludedin
all recentvideostandardsuchasH.263+andMPEG-4.However,
it is well recognizedhat mostof thesemethodsmply a reduced
compressiorefficiengy. A bettertradeoff betweerbandwidthand
resiliencecan be identified taking the distortion due to transmis-
sion errorsinto accountin the rate-distortion(R-D) optimization.
In this way, theamountof redundang necessaryo copewith the
actualnetwork statusis introduced.In [1], intra/intermacroblock
(MB) codeselectionandpacletizationarejointly optimized,tak-
ing into accountthe distortiondueto error propagation. In [2],
anoptimizationof theforcedintra MB codingandthe placement
of synchronizatiomarlersis pursuedconsideringthe impactof
the data partitioning on error concealment. Also the emeging
JVT/H.26L video standard 3] aimsat achieving error resilience
levels suitablefor conversationalserviceswithout significantin-
creasingthe outputbit rate. It addressesn optimum R-D opti-
mization for the MB mode selection,where the distortion term
takes into accountnot only the sourcecoding, but also the net-
work behaior andthe error concealmenstratgiesimplemented
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atthedecoder In otherwords,the distortionat the receiver is es-
timatedand emplagyed for the optimal coding modeselectionon
a macroblockbasis.As it is not realisticto assumehatfeedback
informationon the network statusis availablein realtime, the ef-
fect of paclet erasureds estimatedat the encodergeneratinga
given numberK of possibleerror patternsbasedon the network
lossprobability distribution. The sampledistortionrelatedto each
error patternis then evaluatedsimulatinga co-decodingprocess,
andthe expecteddistortionis estimatedy averagingover the K
available samples.This approachalthoughbeingsimpleand ef-
fective, suffersfrom arelevantcomputationatompleity andhuge
memoryrequiements.n fact, in ordernot to exhibit appreciable
suboptimality quitelarge K valuesmustbe addressed.

In this paper we startfrom the describedoptimizationstrat-
egy, namedmany decoders in the encoder (MDE), and address
theissueof drasticallyreducingthe computationatompleity and
memoryrequirementsattheexpense®f slightor nearlyapprecia-
ble performancelegradationthis approachs namedew decoders
in the encoder. Moreover, having recognizedhe needto properly
assesthenetwork lossdistributionin orderto actuallyachieve op-
timal performancewe refinethe modelemplo/edin the encoder
for the distortion estimation,assuminghat lossesare distributed
accordingto aGilbert model.

2. RATIONALE

Mary recentpapersaddresd_agrangianMB mode decisionfor
the selectionof thebestcodingmodein a R-D optimizationsense.
Formally, the optimizationcan be expresseddy finding the best
codeoptiono® suchas

0" = argminoep(D(0) + AR(0)) 1)
whereD detotesthe setof all possiblecoding optionso for the
currentMB, andD(o0), R(o0) arerespectiely theoveralldistortion
andtheresultingratewhencodingmodeo is selectedIn practice,
whereagheevaluationof R(o) is trivial, beingsimply thenumber
of bits assignedo the currentMB whenit is encodedvith coding
option o, the evaluationof the distortionterm D(o) is far more
complicated In fact,anoverall optimizationhasto be performed,
taking into accountalsothe transmissiorerrorsandthe conceal-
mentoperatedatthe recever; in otherwords,the distorsionat the
recever mustbe evaluated Whereaghe concealmenstratgy can
be assumedknown at the recever side, this is not true asfor the
network behaiour. Eventhoughfeedbackmechanisméave been
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consideredo make the recever aware of the network conditions,
this taskcannotbe performedin realtime; therefore,it cannotbe
assumedhatthe recever hasknowledgeof the network behaior,

asfor the currentMB beingcoded. Following the samenotation
of [4, 5], let usdefinethe network behaior whenthe n-th frame
is transmittecasa binary sequence,,), wherer(n) is the num-
ber of paclets necessaryor transmittingthe n-th frame; a value
"0” in the channelsequenceneansthat the paclet hasbeencor

rectly receved, whereasa value”1” denotespaclet erasure.As
thenetwork behaior is notknown attherecever, it is modelledas
arandomvariable(RV) C; ().

In [4, 5] the channeldistortion is estimatedat the recever,
on a pixel-by-pixel basis. Let sn,m,i andsn, m.i(o, Crn)) bere-
spectvely the true and the reconstructedialuesof the i-th pixel
in them-th MB in framen, withi =1,--- I, m=1,--- | M,
n = 1,--- , N. Thereconstructedialueis ohviously dependent
ontheselecteccodingoptiono andon C'. (. Then,thedistortion
contrikution yieldedby this pixel canbewritten as

dn,m,i(o) = |3n,m,i - §n,m,i (01 C‘/r(n)) |2

andtheoverall distortionof them-th MB in framen is

I
1 Z .
Dn,‘m (07 C’ﬂ'(n))) = 7 |Sn,m,i — Sn,m,i (07 C""(n)) |2
=1

Clearly, the overall distortionis a RV dependingon the network
behaior; the problemis thento estimateits expectedvalue. In
the MDE technique,it is assumedhat K realizationsc,(,) (k),
k = 1,---,K of the RV Cr(,) are available. If K is large
enough,the expectedvalue of the distortionis estimatedby av-
eragingthe sampledistortionterms,evaluatedfor eachsamplese-
quencer,,)(k):

K
1
o,y {Dnm (0,Cxm)} ® 72 D D (0, ¢r(uy(K) ()
k=1

This approximations accuraten thelimit K — oo, andin prac-
ticeit holdsfor K values‘largeenough”. Thisimplieshugecom-
putationalburdenand memoryrequirementsat the encoderside.
In fact, K co-decodingprocessesnustbe implementedor each
MB beingencoded.Whethersuchcompl«ity canbe affordedin
practiceor notis aratherquestionablgoint.

3. FEW DECODERSIN THE ENCODER

Assumingthe MDE methodasa startingpoint, we wantto devise
an alternatve techniquewith the goal of drasticallyreducingthe
computationatompleity andthe memoryrequirementseven at
theexpense®f aslight performancalegradation.

The MDE is almostoptimal, asit takesinto accountpoten-
tially all the possiblenetwork behaiors to estimatethe expected
distortionvalue. The key idealeadingto the FDE algorithmis
to consideronly a properly selectedsubsetof randomerror pat-
terns,making someassumptionsn orderto limit the numberof
co-decodingsimulationsfor eachencodedviB.

Assumption 1. awindow of N framespreceedinghe currentone
is consideredandnoerrorpropagatioroccursirom databelonging
to framesnotincludedin suchwindow. In generalthis assumtion
is notexactly satisfiedfor example,in thecommonsituationwhen
only thefirst framein the streamis intra coded,thereis potential

error propagatiorfrom ary framein the stream.However, the as-
sumptioncan be madeadequatelypreciseby selectinga proper
valueof N.
Assumption 2: themotionvectorsof m-th MB in thecurrentframe
n arenull. Thisimpliesthatthe possibleerrorsimpactingon the
distortionof thisMB areonly thoselocalizedin thespatiallycorre-
spondenMB in framesl, n— N <1 < n—1. It isworthnoticing
thatthisassumptionalthoughbeingratherabrupt,is coherentvith
the principle of selectinga very efficient encodingmethod.
Undertheseassumptionsall the possible2” error patterns
at the macroblock level (or MB error patterns) canaffect the dis-
tortion of the m-th MB. In fact, only the spatially correspondent
MB belongingto the N framesin thewindow areinvolvedin the
predictionof the MB at hand. Therefore,in the FDE algorithm,
the 2¥ MB error patternsaregeneratedn the form of binary se-
guenceof lengthn, wherea “1” denoteshatthe MB hasbeen
lost,whereas“0” meandhatthe MB hasbeencorrectlyreceved,;
thesesequenceareusedto estimatethe expecteddistortion. This
approacths differentfrom thataddresseih [5], wherethenetwork
behaior is simulatedatthepacletlevel. Moreover, thepacletloss
patternsareconsideredequiprobableascanbe inferredfrom Eq.
2, wherethe expecteddistortion is evaluatedas a not weighted
arithmeticmeanvalue. Here,we associateo eachMB error pat-
ternaprobabilityof occurrenceéP(k), k = 0, .. ., 2N — 1, andthe
distortionis evaluatedas:

2N 1

Ec, ) {Dnm (0,Crm) } ® Y P(k)Da,m (0,c(k))
k=0

where Dy, , (0, c(k)) is the MB distortion given the k-th error
patternatthe MB level, and P(0) is the probabilitythatthe MB is
correctlyreceved. The probability of occurrenceof the MB error
patterndgs evaluatednvoking the network characteristicat paclet
level, andinferring the statisticalpropertiesat MB level exploiting
therule employedto mapframesinto paclets. More detailson this
pointaregivenin Sect.4, wherethe underlyingnetwork modelis
described.

In practicatterms themaindifferencebenteenFDE andMDE
is thattheformerrequire2” insteadof K simulatedco-decoding
processest the encoder Sincethe impairmentdueto transmis-
sion errorssomeha decayswith time [5], a limited window du-
ration of 2-3 framesis expecteduo yield satishctoryperformance.
This is confirmedby the simulationresultspresentedn Sect. 5.
Therefore FDE is expectedto exhibit a drasticallyreducedcom-
putationalcompleity with respecto MDE.

The selectionof the Lagrangemultiplier A in Eq. 1 devises
someattention. It is well known [4] thatthe following expression
holds:

A= (1—p)pcro

where) is the Lagrangemultiplier for errorfree transmissionp
is the MB lossprobability andp, is the probabilitythatthe refer
encedmagepartis correct.lt is recognizedhatthe estimationof
this latter parameteis not straightforvard. In [4], it is statedthat
this probability decreasesvith increasingdistanceto anintra re-
freshof a certainregion, andalsodependsn p. In this paper we
estimatep. underthe assumptionshat the motion vectorsof all
intercodedMBs arenull. In thiscasep, is theprobabilitythatthe
m-th MB in all framesbetween andn — 1 arecorrectlyreceved,
I beingthe nearestframewhosem- th MB is Intra coded. The
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directevaluationof this probability is performedusingthe paclet
lossmodeladdresseth Sect.4.

4. PACKET LOSS MODEL

Anotheraspecto be controlledin orderto assurea goodapprox-
imation of the overall R-D optimizationis the model of paclet
losseswhich describeghe underlyingnetwork behaior. A com-
mon assumptioris thatlossesare statisticalindependenbf each
other andidentically distributed (1ID); in this casethe only rele-
vantparameters the probability of pacletloss,which canbeeas-
ily estimatedIn spiteof its simplicity, suchamodeldoesnot ade-
quatelyrepresenthosecontets wherelossesoccurin bursts;this
behaior is typical of the Internet, wherecongestiorandexcessie
delayin paclet delivery are responsibleof the paclet losses,as
well asof transmissiorover wirelesschannelsaffectedby fading
andshadwving. In this paperwe take into accounthe correlation
amongsubsequenpaclet lossesandemploy the simpleyet effec-
tive Gilbert modelfor evaluatingthe probability of eachlosspat-
ternrealization. The Gilbert model[6] is a 2-stateMarkov chain;
in the G (good)state pacletsarelostwith probabilityp,, whereas
in theB (bad)statethey arelostwith probabilityps. In its simplest
binary version,alsoadoptedin this paper p, = 0 andp, = 1.
Theevolution of the Markov chainis dictatedby the probabilities
«a and g of sojournin eitherstate. If Wg is a randomvariables
denotingthe time of sojournin the B state,it canbe showvn that
its expectedvaluesis Ly = E{Wg} = (1 — )~ This parame-
ter representshe expectedengthof errorbursts,andit oneof the
two parametersmployedto describehe Gilbertmodel. Theother
significantparameters the expectedossprobability which,in the
binary casecanbewritten as

__1-5
p_2—oz—ﬂ

In this casejt alsocoincideswith the probability Pg thatthe sys-
temisin stateB.

Thismodelhasbeenemplo/edto evaluatetheprobability P (k)
of the k-th error patternat the MB level addresseth the FDE al-
gorithm. Clearly, this probability dependson the paclet forma-
tion strateyy, on the actualpositionof the MB, within the paclet
streamandonthenetwork behaior duringthetransmissiorof the
preceedingaclets. Thereforethe network statisticsat the paclet
level mustbetranslatednto statisticsat the MB level. Takeninto
accountthatthe motion vectorsof m-th MB are considerechull,
P(k) canbe formalizedasa chainof statesassumedy the net-
work duringthetransmissiorof a numberof pacletsnecessaryo
embedthe N framesincludedin thewindow. More detailson the
probability evaluationcanbefoundin [7].

5. SSIMULATION RESULTS

The proposedalgorithmhasbeentestedusing”’Foreman”(QCIF,
7.5 fps) and "Mother and Daughter(M-D)” (QCIF, 10 fps) en-
codedwith the H.26L testmodel JM1.4 The framesare divided
into slices,andeachsliceis mappednto a singlenetwork adapta-
tion layerpaclet (NALP). A tradeoff hasbeenidentifiedbetween
global overheadand paclet length,consideringthat the probabil-
ity that a paclet is affectedby at leastone error increaseswith
thepacletlength. Theseconsiderationged to the selectionof 512
bytesfor Foremanand400 bytesfor Mother and Daughterasfor

the averageslice dimension. The NAL overhead,aswell asthe

RTP/UDP/IPcompressetieader(3 bytes),the PPP/PDCHheader
(2 bytes)andthe RLC (4 bytes)aretakeninto accountin the bit

rateconstraintsEntropy codingbasetn UVLC is addressedind
the simple "previous frame concealmentimethodis applied. As

for the paclet lossstatistics both the independentossmodeland
thebinary Gilbertmodelareconsidered.

The algorithm hasbeentestedusing the commontestcondi-
tionsfor pacletswitchedconversationabr streamingservicever
3G mobile networks. In particular we have emplo/ed Patterns
2 and 3, the former being representate of severe channelcon-
ditions, whereasthe latter representsnilder conditions,suitable
for corversationakerviceswith retransmissionsot allowed. The
characteristicof the patternseemploed aresummarizedn Table
1. The parametersPs and Lg of the Gilbert model employed
at the encodehave beenevaluatedbasedon thoseerror patterns,
leadingto:

Pattern 2. Foreman: Ps = 0.095, Lg = 1.9; M-D: Pg =

0.075, L = 1.9.
Pattern 3: Foreman: Pg = 0.025, Lg = 1.5; M-D: Pg =
0.023, Lp = 1.6.
Pattern | Bitrate | duration | BER | Speed
2 64 kbps 60s 9.3e-3| 3km/h
3 64 kbps 180s 5.1e-4| 3km/h

Table 1. Packetlosspatterngafter[8]).

The effect of emploging a Gilbert modelin the encoderhas
beenevaluated.To this end,the MDE algorithmwith several val-
uesof K hasbeencomparedvith a modifiedversionincludinga
Gilbert modelin the encoder The performancehave beencom-
paredin termsof the averagePSNRandthe probability of failure
Py, definedasthe probability thatthe averagePSNRdropsbelow
a predeterminedhreshold,sothatthe quality is consideredunac-
ceptable. The situationsof failure hase not beenincludedin the
PSNRcomputation.Thethresholdhasbeensetat 24 dB for Fore-
manand30dB for M-D, this latterbeingcharacerizetyy a higher
PSNRthanthe former encodedat the samerate, in the absence
of transmissiorerrors. Therateis controlledvia the quantization
paramete@ P, which hasbeensetto 20 for Foremanand13 for
Mother and Daughter The resultsobtainedemplaying the error
pattern3 aresummarizedn Table2.

It canbe noticedthat, asexpected,the performanceof MDE
increasewith K, althougha saturatioreffect canbe appreciated
whenK exceeds40. Thisis alsoconfirmedfrom simulationsper
formed emplgying the error pattern2, not reportedfor brevity.
TheGilbertmodelturnsoutto beadwantageousshaving a perfor
manceimprovementin the range0.1 - 0.6 dB with respecto the
standardMDE algorithm. This qualityimprovementis obtainedat
the expense®f aslightly largerrate;this meanghattheuseof the
Gilbert modelin the encoderdeadsto the selectionof a different
optimizationpoint of the R-D curve.

The FDE algorithmis then validated,comparingits perfor
mancewith MDE anddifferentnumberof simulatedco-decoding
processesK. Theresultsare summarizedn Table3. For both
pattern2 and 3, the two sequenceforemanandM-D have been
encodedising

e FDE with 4 and 8 simulateddecoderqcorrespondingo
N =2 andN = 3 respectiely)
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Lossmodel | K | Rate(kbps) | PSNR (dB) | P; (%)
Foreman

MDE(BSC) 20 54.44 31.09 7.00
MDE(Gilbert) | 20 57.79 31.48 5.17
MDE(BSC) 40 57.57 31.47 5.30
MDE(Gilbert) | 40 58.92 31.57 6.03
MDE(BSC) 60 58.77 31.38 5.93
MDE(Gilbert) | 60 60.99 31.65 4.41
MDE(BSC) 80 58.45 31.54 4.07
MDE(Gilbert) | 80 63.52 32.11 1.17
M & D

MDE(BSC) 20 50.33 37.04 1.75
MDE(Gilbert) | 20 52.81 37.41 0.50
MDE(BSC) 40 50.58 37.42 1.56
MDE(Gilbert) | 40 52.56 37.52 2.17
MDE(BSC) 60 54.10 35.53 1.63
MDE(Gilbert) | 60 53.72 37.58 1.94
MDE(BSC) 80 50.69 37.27 1.69
MDE(Gilbert) | 80 52.79 37.62 2.14

Table 2. Performancef standardand modified MDE, this latter
emplgying the Gilbert model;error pattern3.

¢ MDE with K = 8, and K = 80; the former hasbeen
selectedasit allows for direct comparisorwith FDE and
N = 3, thelatter beingrepresentatie of asymptoticper
formance.

Thecomparisonaremaden termsof achieedrate,averagePSNR,
and Py aspreviously defined. The quantizationparameteQ P is
alsoreported.

¢ Fromthe presentedesults,it canbe obseredthata window
durationN = 3 is adequatelf the FDE algorithmwith N = 3 is
comparedvith MDE and K = 8, it yields superiorperformance
in termsof bothPSNR(with againbetweerD.42and1.45dB) and
Py, which is always considerablylower. It mustbe recalledthat
the two algorithmsaredirectly comparablén termsof computa-
tional compleity, this latter beinglinearly dependenbn K. On
the otherhand,the performanceof MDE with K = 80 is superior
with respecto FDE with V = 3. Thisis not surprising,asMDE
with anadequatenumberof simulatedco-decodingprocessesp-
proacheghe optimumR-D performance.ln detail, FDE exhibits
alossrangingbetween0.27and0.77dB in the consideredsitua-
tions. However, this performancegapis limited, consideringhat
it is achisvedattheexpense®f acomputationatompleity which
is approximatvely tentimeslargerfor MDE with respecto FDE.

6. CONCLUSIONS

In this paperwe proposea reducedcompleity method,named
few decoders in the encoder, for the rate-distortionoptimization
in JVT/H.26L in the presencef paclet erasures.The algorithm
exhibits competitve performancen termsof averagePSNRand
probability of decodingfailure, with very affordable compleity

and memoryrequirements.Futureresearchcan be in the direc-
tion of including moresophisticateadoncealmenstrategiesin the
optimizationtask,andthe combinationof ratecontrolschemes.

[ Method | K | Rate(kbps) | PSNR (dB) [ Py (%) |
[PATTERN 2 |

Foreman (QP = 23)

FDE 4 56.45 28.97 11.48
FDE 8 60.15 29.67 7.39
MDE 8 53.32 28.91 16.13
MDE 80 63.83 30.01 8.25
M&D (QP = 14)

FDE 4 55.81 35.11 5.70
FDE 8 61.30 36.59 1.63
MDE 8 48.61 35.14 8.57
MDE 80 55.94 36.86 5.14

[ PATTERN 3 |

Foreman (QP = 20)

FDE 4 57.51 30.51 9.10
FDE 8 60.93 31.34 4.50
MDE 8 55.44 30.92 9.77
MDE 80 63.52 32.11 1.17
M&D (QP =13)

FDE 4 52.20 36.61 3.38
FDE 8 54.07 37.18 1.63
MDE 8 50.59 36.76 2.94
MDE 80 52.79 37.62 2.14

Table 3. ComparisorbetweerMDE, FDE. For bothalgorithms,K
is the numberof co-decodingorocessesimulatedat the encoder
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