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ABSTRACT have been widely adopted. The second class of approaches

This paper presents a new and general concept, POSM (Perq'ms at perception results closer tp hgman vision and hence
can lead to better methodology in visual assessment and

ceptual Quality Significance Map), to be used in measuring information processing (especially compression and cod-
the visual distortion. It makes use of the mechanism that. P 9 P y P

the HVS (Human Visual System) pays more attention to ing). However, because .Of j[he incomplete undersf[andi'ng
certain areas of visual signal due to one or more of the fol- on the HVS and the lag in incorporating the physiologi-

lowing factors: salient features in image/video, cues from callpsychological findings, the performance of the second

domain knowledge, and association of other media (e.g.,CIaSS. of metrigs still cgnnot reaph our expectgtion [4].
speech or audio). PQSM is a 3D/4D array whose elements S'Uce the am of visual quality eyaluahon Is to make the
represent the relative perceptual-quality significance IevelsmaChIne perceive as the human bemg_does, I |s_always de-
for the corresponding pixels/regions for images or video. sirable for new discovery and observation regarding human

Due to its generality, PQSM can be incorporated into any vi- perC(.ap_t?c.)n to be incorporateq. : In this paper, we will explqre
sual distortion metrics: to improve effectiveness or/and ef- posslbllltles Wh.er.] th? selec't|V|ty on visual contents exhib-
ficiency of perceptual metrics; or even to enhance a PSNR-'teoI in human vision is considered.

based metric. A three-stage PQSM generation method isin Humrz:m V'S'ct)r? h;as eﬁceflle\?tls?ilerc]:twnt)r/ on wha_:_gn:a Sﬁe\?
also proposed in this paper, with an implementation of mo- ascene, as e result of evolutional process. 1here have

tion, luminance, skin-color and face mapping. Experimen- l;een ph3t/5|olog|cal Tmt;ltps%{chotloglﬁal_ewdle_n}:e tha:_the_lt—|_\/s
tal results show the scheme can significantly improve the 0€s not pay equal attention fo all visual information 1t 1S

performance of current image/video distortion metrics. exposed to gnd_smp_ly focuses on cert.am areas on Image.
Visual attention is an important mechanism in the HVS that

is believed to cause eye (fovea) movement after some tran-
1. INTRODUCTION sient. It has been explored by a large number of bioneuro-

] ) ) ) ) scientists and psychologists for more than one hundred years,
Visual distortion metrics play an important role on broad- 4 refers to deciding the saliency among objects in visual
casting quality monitoring, compression controlling and 9augsignal [5, 6].
ing many image enhancement processes. There are gen- Computationally, visual attention can be defined ast

erally two classes of quality or distortion assessment ap-f girategies that attempts to reduce the computational cost
proaches. The first class is based on mathematically det the search processes inherent in visual percepfin
fined measures, such as the widely used MSE (mean squarg¢ne mechanism can be modelled lgttom-up image fea-
error), PSNR (peak noise to signal ratio), etc. Recently, yre hased stimuli aop-down task/knowledge based cues.
Z. Wanget al [1] presented a new method that combines  pqr 4pottom-upprocess, levels of saliency are decided
three factors (i.e., loss of correlation, luminance distortion by visual features/stimuli (e.g., illumination, color, motion,
and contrast distortion) to measure distortion of image. Theshape) mainly from visual data themselves [5] to form a
second class is to measure the distortion by simulating thesaliency mag7]. The compound effect of various stimuli

human visual system (HVS) characteristics [2, 3]. The ad- 5 hea nonlinear sum of all stimuli in different domains,

vantage of the first class approaches is mathematically sim— 4 the additivity has been studied by subjective tests and
ple and low computational complexity,

and therefore they m,qelled mathematically for pairwise combination of ori-
*Thanks to Prof. T. Kanade, Dr. T. Moriyama and Dr. H. A. Rowley €Ntation, motion, luminance and color contrast [8]. For the
for providing face detection packages. top-down or task/knowledge based process, significance for

0-7803-7663-3/03/$17.00 ©2003 IEEE Il - 617 ICASSP 2003



pixels/regions can be defined with domain/prior knowledge in Introduction, human eyes will follow the movement of
or/and indication from other media (like speech and audio), the car, but do not pay attention to the distortion of the car
together with proper processing of visual data. too much. Only when thabsolute motions low andrel-

In this paper, a general framework will be proposed for ative motionis high (e.g., camera is following the object),
assigning a visual importance measure for each pixel or re-the HVS cares more about the quality of the object. It can
gion in a frame of video based upon the HVS’ selectivity on be seen that attention and perceptual quality requirement is
visual contents, in order to form the Perceptual Quality Sig- not always the same with motion stimuli.
nificance Map (PQSM) that would guide a perceptual dis- Table 2 gives an example on how the concept in Ta-
tortion evaluation process for closer match with that of the ble 1 is linked to numerical range of RM. and AM v,
HVS. In Section 2 of this paper, the concept of PQSM and that are detected via Lucas-Kanade’s algorithm (inclusive
its possible inclusion in various perceptual metrics is dis- of a temporal-spatial smoothing pre-processing) for video
cussed. The experimental results for incorporating PQSM of framerate at 25/30 Hz.
with a few exemplary quality metrics are presented in Sec- A statistical model is adopted to detect regions with skin
tion 3 to demonstrate the effectiveness of the scheme. Seceolor on Cb — Cr domain in video. Based on the skin-
tion 4 gives concluding remarks and possible future work. color model, Rowley’s face detection algorithm [12] is used
to locate faces in image. The result of skin color detec-
tion is used to re-correct the face detection result because
Rowley’s algorithm is based on gray-scale image. A sim-
PQSM is a 3D/4D array whose elements represent the rela_plellumlnange mapping is also used since top bright or dark
. LT regions of video do not draw as much attention as other re-
tive perceptual-quality significance levels for the correspond-_.
ing pixels/regions for images or video. The general block- gions.
diagram of a three-stage computational model of PQSM es-
timation is shown in Figure 1. In the first Stage, visually
significant stimuli/features are extracted from input video Nothdurft's research results suggest that saliency effects in
video. The second Stage is the decision maker to integrat€jifferent stimulus dimensions add but do not add linearly [8].

the extracted features based on prior knowledge to generin his model, the saliency effect with two dimensions can be
ate a gross PQSM. Post-processing is to enhance the grossypressed as:

PQSM with Gaus;ian Smoothing to remove impulse noise S12 = S1 + 82 — 8Ty (1)
caused by errors in feature extraction.

Feature extraction and stimulus integration will be dis- a
cussed in more details in the following subsections since
they are critical in PQSM generation. wheres; ands, are the salience effects of two individual
stimuli; s12 is their integrated effects, is their coupling
effect; ¢;2 andco; represent the cross-dimensional activa-
tion rates, or coupling factors betwegnandss.

Figure 2 shows the current implementation of the first stage  In this paper, Equation 1 is extended to three or more
based upon extraction of luminance, motion and skin color stimuli:

in video. N N

_ Moti_on fgature extrac_tion incluqles two steps: glo_bal mo- Sall = Zsl — Zf(% < Sy Cpi * 57) (3)

tion estimation, and motion mapping. Relative motion vec- p p

tors are obtained by Heuer’s 4-parameter global motion es-

2. PQSM AND ITS INCLUSION IN METRICS

2.2. Stimulus Integration

nd
s71o = min(cia - S1,C21 - S2) (2

2.1. Feature Extraction

timation method [9] combined with Lucas-Kanade’s optical Wherep = argm?X(Si)* i=1,---,N,andf(,-)is an
flow technique [10]. Two motion vectors can be obtained appropriate nonlinear function. In this papg() = min()
for an object in a videorelative motionvector andabso- is chosen. It worth noting that only coupling between the

lute motionvector. The former is the object motion vector main and other stimuli are considered. Compare with other

against background or other objects in the scene while theintegration method like neural network and fuzzy rules, the

latter is the object motion against the view frame. They have advantages of this method are its simpleness and training-

different effect on attention and perceptual quality, as shownfree.

in Table 1. The coupling factors are assigned based upon the con-
High absolute motiorusually attracts the HVS'’s atten-  clusion from Nothdurft [8] as well as our experiments. As-

tion, but volition of the human brain may not be fast enough [kljme: = 1,2,3 and4 for luminance, motion, skin color

to figure out the detailed information (such as exact shapeand face detection, respectively. Coupling factors used in

and color changes) of the object. In the example mentionedthis paper arecis = co1 = 0.5, ¢13 = ¢31 = 0.5, ¢14 =
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cq1 = 0.5, ca3 = ¢332 = 0.1, cog = ¢c4o = 0.1 and
C34 = C43 = 1.0.

Figure 3 shows a PQSM-maodified perceptual video qual-
ity model when the PQSM weighting is inserted in the gen-
eralized block-diagram for Winkler's metric [2]. Channel

Table 1. Relationship among relative motion (RM), abso-
lute motion (AM), attention and perceptual quality signifi-
cance level (PQSL).

[ RM | AM [ Attention | PQSL |

decomposition is performed by spatio-spatial filterbands [2] low | low low low
or temporal filters plus Discrete Cosine Transform [3]. PQSM high | low high high
weighting is done by multiplying both the original signal low | high low low
and distorted signal at each spatio-spatial channel with the high | high | high | medium
corresponding scale.
In the metric proposed by Z. Wargg al [1] for images,
a distortion image;(i, j) of size(W — 7) x (H —7) is )
formed by evaluating loss of correlation, luminance distor- iv'deo
tion and contrast distortion. Therefore the PQSM-modified 1 er1
distortion measure is Stimulus extraction
from visual data
PoSM W-7TH-7 Y Layer 2
q — (VV7— Z Z mi ;- q(i,j) (4) Stimulus integration
. v Layer 3
wherem; ; donates the PQSM component. Following the Post-processing
notation in Figure 3, the PQSM-modified MSE measure is $
POSM

PQSI\I 5
e WH sz” ofi,j) = dGi, )) ©®) Fig. 1. General Block-diagram of computational model of
pre-selective visual attention.

and PQSM-modified PSNR measure is

255
psnrP@SM = 1019W (6) objective-error or perception based ones). Experimental re-

sults prove that the PQSM (derived from luminance, mo-
tion, skin-color and face detection in current phase) as an
independent module in visual quality metrics improves the
performance of such metrics.

3. EXPERIMENTAL RESULTS

Experiments is executed to compare the performance be
tween current VQMs and PSQM-modified VQMs. PSNR, Embedded criteria can be also developed with PQSM
Wang’s [1] and Winkler's metrics [2] are used. Two VQEG for visual compression and coding. Other applications may
testing video sequences are used for experiments, they arge found in video indexing and retrieval, data hiding, and
'harp’ and 'waterfall’. Video Surveillance.

Evaluation uses VQEG's method [13]. The experimen-
tal results is listed in table 3. We can see that PQSM-modified

VQM bring a performance improvement, except Wang's VQM Input video
on’'Autumnleaves’. The reason is that: 1) Spearman corre- ‘
lation value on 'waterfall’ is very high; 2) Subjective rating ! { {
exist variations. Luminance Global motion Skin color
mapping estimation mapping
4. CONCLUSION AND FUTURE WORK v vy
‘Moti on mappi ng‘ ‘ Face detection ‘

In this paper, a three-step model for PQSM estimation is
presented. The model includes the last development of vi-
sual attention in bioneuro-science and psychological stud-
ies. Its application on measuring perceptual distortion of To Stimulus integration
compressed video sequences are then discussed. PQSM

can be incorporated into any visual distortion metrics (both ~ Fig. 2. Current Implementation of Feature Extraction.
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Table 2. Motion mapping table.

[ Motion value [ », € [0.0,1.0) | [1.0,3.0)] [3.0,5.0)] [5.0,7.0)[ [7.0,9.0)[ [9.07) ||

Ve € [0.0,1.0) 0.0 0.4 0.7 0.9 0.9 1.0
[1.0,3.0) 0.0 0.4 0.7 0.9 0.9 1.0
[3.0,5.0) 0.0 0.4 0.7 0.9 0.9 1.0
[5.0,7.0) 0.0 0.3 0.6 0.8 0.8 0.9
[7.0,9.0) 0.0 0.3 0.5 0.7 0.7 0.7
[9.0,0) 0.0 0.3 0.5 05 05 05

Table 3. Comparison between current VQMs and PQSM-modified VQMs (expressed@aN) by Spearman correlation.

[ vom | PSNR | P-PSNR]| Wang's | P-Wang's[ Winkler's | P-Winklers |
"Harp’ 0.8118| 0.85 0.6706 | 0.6853 0.6912 0.7412
‘Autumn_leaves’ | 0.1324| 0.5441 | 0.9324 | 0.9265 0.8235 0.8647
f”gi”a' sond fi“""eds"g"d International Conference on Acoustics, Speech, & Sig-
ij nal Processing 2002May 2002.
PQSM estimation Color Trans‘orm/_
Ch‘a””d Dm"mp"s‘l“’” [5] L. Itti, “Visual attention,” in The Handbook of Brain
¢ w l w Theory and Neural Networks, 2nd Edd. A. Arbib,
] (] ] (] ¥ :
CSFe?djustmentl CSngjustment/ .. Cazgdjuamawﬂ Ed MIT PreSS, in preSS.
T&micomi' Tag(miwmi' “‘Aad(mgwmm' [6] J. K. Tsotsos, “Motion understanding: Task-directed
‘ Py — ‘ ‘ Py — ‘ . attention and representations that like perception with

Error Summation
(Minkowski pooling)

QPQSM—modified
(Distortion measurement)

Fig. 3. PQSM-modified Perceptual Model for Visual Qual-

ity Measurement (Winkler [2], Watson [3]).
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