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ABSTRACT

This paper proposes a 2-D Functional AR Model for image identi-
fication. The definition of the proposed model includes functions
that can exploit the self-similarity nature in images to throughly
extract image features. By introducing the functional scheme into
the model, only a few number of parameters, which are called 2-D
Functional AR parameters, can describe the image features sim-
ply and accurately. These characteristics make the model suitable
for image identification applications. Some experiments of image
identification are performed, and the results verify that the pro-
posed model accurately represents the image feature, and the im-
age can be correctly identified. The calculation time is fast enough
for practical use in image retrieval.

1. INTRODUCTION

The popular use of the Internet, higher bandwidth access to the net-
work, widespread of digital recording and storage, together with
available of powerful and easy to use image processing software,
digital content can be easily created, replicated, transmitted, and
distributed[1]. Further, it make users easily view materials of re-
mote image databases and keep a large amount of images in local
storage or in the network. In such an environment, the users need
effective image retrieval systems for quickly finding their desired
images from databases based on image content.

In order to realize an effective image retrieval system, we need
an accurate image identification scheme, where a query image is
compared to a database to execute a one-to-many matching iden-
tification. Several model identification methods have been already
proposed[2], and some are applicable to 2-D image signals. How-
ever, since they are mainly proposed for image restoration[3],
recognition[4], indexing [5], or coding[6] rather than for image
identification, they cannot be adopted for image retrieval. For ex-
ample, the identification accuracy generally becomes high if we
increase the number of the feature parameters used in the model
definition, but this also increases the calculation time greatly, so
this practice cannot be employed in an image retrieval system.
Therefore, development of an image identification model, which
is a suitable for image retrieval, is needed.

In this paper, we present a novel image identification model,
which is called a 2-D functional AR model. In the model defi-
nition, we introduce some functions into the model to represent
image features. These functions are different from the other 2-D
AR models[7]. With these functions, the total number of feature
parameters is reduced without decreasing the image identification
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accuracy. This leads to fewer computation cost, and thus it can be
utilized for image retrieval. Experimental results verify its accu-
racy of image identification.

2. 2-D FUNCTIONAL AR MODEL

An image x and a white noise imageu, whose intensities are
x(i, j) andu(i, j) (i = 0, . . . , L; j = 0, . . . , M), respectively,
are obtained. The imagex is partitioned into sizeN × N pix-
els, bL/Nc × bM/Nc non-overlappingreference blocksXR

i,j ,
wherei andj denote the horizontalx and verticaly coordinates
of the upper-left pixel of a block. In the same way, the image
u is partitioned intobL/Nc × bM/Nc blocks Ui,j . Addition-
ally, the imagex is also partitioned into sizeαN × αN pix-
els (α ∈ {1, 2, . . . , min(bL/Nc, bM/Nc)}) , overlappingdo-
main blocksXD

i,j , and the total number of the domain blocks is
(L− αN + 1)× (M − αN + 1). With these partitions, the 2-D
functional AR model is defined as follows:

Ui,j =

i−L+N∑
s=−i

j−L+N∑
t=−j

Fs,t(X
D
i−s,j−t) (1)

where
F0,0(X

D
i,j) = XR

i,j . (2)

When the pixel(k, l) in the domain blockXD
i,j has intensity

fXD
i,j

(k, l) (1 ≤ k < αN, 1 ≤ l < αN), and the pixel(k, l) in

Fs,t(X
D
i−s,j−t) hasf

XD′
i−s,j−t

(k, l) (1 ≤ k < N, 1 ≤ l < N),

the functionFs,t transformsXD
i,j into XD′

i,j as follows:

f
XD′

i−s,j−t
(x, y) = ss,tf

′
XD

i−s,j−t
(x′, y′) + os,t, (3)

where

f ′XD
i−s,j−t

(x′, y′)

=
1

α2

α−1∑
k=0

α−1∑
l=0

fXD
i−s,j−t

(αx′ − 1 + k, 2y′ − 1 + l)

(x′ = 1, . . . , N ; y′ = 1, . . . , N) (4)(
x
y

)
=

(
cos θs,t −λs,t sin θs,t

sin θs,t λs,t cos θs,t

) (
x′

y′

)
+

(
e
f

)
(5)

whereθs,t (∈ { 0, π/2, π, 3π/2 [rad]}) is an angle of rotation;
λs,t ∈ {1,−1}; e andf are coordinate offsets, which are auto-
matically set by the other parameters; andss,t and os,t are the
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parameters of the affine transformation. The parametersθs,t, λs,t,
ss,t andos,t are called2-D functional AR parameters.

The functionFs,t defined in Eqs. (4) and (5) is similar to the
transformation in the global IFS method[8] for image coding[9].
Though any functions can be chosen for the proposed functional
AR model, we adoptFs,t since it well represents the self-organization
property for the images, and is thus suitable for the autoregressive
scheme in our model.

3. COMPUTATION FOR PARAMETERS OF 2-D
FUNCTIONAL AR MODEL

For a given imagex, the parameters of the 2-D functional AR
model are computed by minimization of the following criterion:

E(x(i, j), x̂(i, j))
4
=

L∑
i=1

M∑
j=1

(x(i, j) − x̂(i, j))2 (6)

where
x̂ =

⋃
i = 0, N, 2N, . . . , NbL/Nc
j = 0, N, 2N, . . . , NbM/Nc

X̂R
i,j (7)

and

X̂R
i,j =

i−L+N∑
s=−i

j−L+N∑
t=−j

F̂s,t(X
D
i−s,j−t). (8)

where the parameters of̂Fs,t are denoted bŷθs,t, λ̂s,t, ŝs,t, and
ôs,t; and

F̂0,0(X
D
i,j) = 0N×N . (9)

After the minimization, we can obtain the optimal 2-D func-
tional AR parameters. However, it requires an extensive calcula-
tion because the criterion includes too many parameters, and more-
over, the optima ofθs,t andλs,t need to be determined by a search
algorithm. Therefore, in order to reduce the calculation costs, we
simplify the model definition in Eq.(1) to the following:

X̂R
i,j = F̂si,j ,ti,j (X

D
i−si,j ,j−ti,j

) (10)

wheresi,j ∈ {1, . . . , LM}; ti,j ∈ {1, . . . , LM}; and F̂si,j ,ti,j

(XD
i−si,j ,j−ti,j

) satisfies

F̂si,j ,ti,j (Di−si,j ,j−ti,j )

= min
s = 1, . . . , LM

t = 1, . . . , LM

E(Ri,j , F̂s,t(X
D
i−s,j−t)). (11)

Xi,j

z x y
-t-s z F   (   )s,t

+
Ui,j

R

Xi,j
R

Fig. 1. Simplified 2-D Functional AR Model:z−s
x andz−t

y denote
shift operators for x and y axes, which work asz−s

x z−t
y Di,j =

Di−s,j−t.

The simplified model is shown in Fig. 1. This simplification does
not decrease the identification quality, while can reduce the calcu-
lation costs. It will be verified in Section 5 with experiments.

4. IMAGE IDENTIFICATION BASED ON 2-D
FUNCTIONAL AR MODEL

A query imagex(i, j) is given, and its 2-D functional AR parame-
ters are computed by the method described in Section 3. By using
the 2-D functional AR model, we can identify whether an image
in a database and the query imagex are the same or similar.

(i) Image Identification MeasurementE1

Suppose an image in the database isg, and its intensities are
g(i, j) (i = 1, . . . , L; j = 1, . . . , M). Now ĝ(x, y) is com-
puted by applying the 2-D functional AR parameters of the query
imagex as

ĝ =
⋃

i = 0, N, 2N, . . . , NbL/Nc
j = 0, N, 2N, . . . , NbM/Nc

ĜR
i,j (12)

ĜR
i,j =

i−L+N∑
s=−i

j−L+N∑
t=−j

F̂s,t(G
D
i−s,j−t). (13)

The functionF̂s,t is determined by the 2-D functional AR model
computed from the query imagex. An identification measurement
can be defined as follows:

E1 = E(x(i, j), ĝ(i, j)) (14)

For this identification measurement, (1)g is identified with the
same query imagex if E1 = 0; or (2) g is considered similar
to the query imagex if E1 > CTh, whereCTh is a predefined
threshold. Since we have to computeĜR

i,j for E1 in the image re-
trieval application, the computational costs may become a problem
if the database is huge. In this case, the following measurementE2

becomes a solution.

(ii) Image Identification MeasurementE2

Suppose the 2-D functional AR model parameters of each im-
age are pre-calculated and also stored in the database. The calcu-
lation costs for image identification can be reduced with the fol-
lowing measurement:

E2 =

L−N∑
i=0

M−N∑
j=0

I
(
(si,j , ti,j), (ŝi,j , t̂i,j)

)
(15)

whereŝi,j andt̂i,j are the parameters computed from the imageg
in the database, and the functionI(x) is defined as

I
(
(si,j , ti,j), (ŝi,j , t̂i,j)

)
=

{
1 if (si,j , ti,j) = (ŝi,j , t̂i,j)
0 otherwise.

(16)

For this identification measurement, (1)g is identified with the
same query imagex if E2 = (L − N) × (M − N); or (2) g is
considered similar to the query imagex if E2 > CTh.

Since this measurement is not defined with any multiplica-
tions, the calculation costs can be reduced largely.
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(a) (b) (c) (d) (e) (f) (g) (h)

(i) (j) (k) (l) (m) (n) (o) (p)

(q) (r) (s) (t) (u) (v) (w) (x)

Fig. 2. Original Images:
24 images, (a) Aerial, (b) Airplane, (c) Bridge, (d) Boat, (e) Cameraman, (f) Circles (g) Clown, (h) Collie, (i) Couple, (j) Cronkite, (k)
Crosses, (l) Eltoro, (m) Girl, (n) Goldhill, (o) Harbour, (p) Lena, (q) Mandrill, (r) Moon, (s) Peppers, (t) Plant, (u) San Francisco, (v)
SIDBA Title, (w) Splope, and (x) Woman are used as query images and for constructing the database.

5. EXPERIMENTAL RESULTS

The proposed 2-D functional AR model is applied to image identi-
fication problems. In the experiments, we use 24 kinds of original
images which are all with size of 256× 256 pixels and 255 gray
levels (Fig. 2). Each image is processed with 18 different ways as
follows to construct a database containing 432 image objects.

(i) – (iii) Smoothing (1)
The median filters of sizes 2×2, 3×3, and 4×4 pixels are
applied to each original image.

(iv) Smoothing (2)

A smoothing filter

 1 2 1
2 4 2
1 2 1

 is applied to each origi-

nal image.

(v) – (xvi) JPEG compression
Twelve kinds of JPEG encoded images with parameters 10,
15, 20, 25, 30, 35, 40, 50, 60, 70, 80, and 90% quality with-
out smoothing are prepared for each original image.

(xvii) Sharpening

A sharpening filter

 0 −1 0
−1 5 −1
0 −1 0

 is applied to each

original image.

(xviii) Random geometric distortion
With the softwarestirmark 1, each original image is con-

1version3.1, http://www.cl.cam.ac.uk/˜fapp2/ watermarking/ stirmark/

taminated by added distortion.

The following identification measurement, which is slightly
modified ofE2 is used.

E′
2 =

1

10

5∑
k=1

∑
(i,j)∈R

I
(
(sk

i,j , t
k
i,j), (ŝi,j , t̂i,j)

)
(17)

whereR consists of 10reference blockswith from 1-st to 10-th
highest variance selected from all the blocks in the query image;
(s1

i,j , t
1
i,j) corresponds to(si,j , ti,j) in Eq. (11), and(sk

i,j , tk
i,j) is

of the k-th smallestE(Ri,j , F̂s,t(X
D
i−s,j−t)). The 2-D functional

AR model is realized withN = 16 andα = 2; each domain block
can be overlapped with less than 16 pixels; and the parametersλ
andθ are fixed at 1 and 0, respectively, because of reduction of the
computation.

The original images are used as query images. Each query im-
age is compared to all 432 images in the database and 432 values
of E′

2 are computed and plotted in Fig. 3. We can see that the val-
ues always become bigger, or meaning well matched, only when
the query image is compared with those generated from it. For ex-
ample, Fig. 3(a) for query image Aerial shows the first 18 values
are equal to or close to 100% and the remains are at 20% or less.
The results clearly demonstrate that the 2-D functional AR model
based measurement is suitable for the image identification. Fur-
thermore, the calculation time for each query image in 1-to-432
comparisons is about 20 ms with a 450 MHz Pentium II proces-
sor. The speed can be further improved by some other hierarchical
search algorithms. The calculation time is proportional to the size
of the database. Therefore, the proposed model can be utilized for
image retrieval even in a huge database.
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Fig. 3. Identification results:
The values100E′

2 (%) are computed and plotted for each query image of (a) Aerial, (b) Airplane, (c) Bridge, (d) Boat, (e) Cameraman, (f)
Circles (g) Clown, (h) Collie, (i) Couple, (j) Cronkite, (k) Crosses, (l) Eltoro, (m) Girl, (n) Goldhill, (o) Harbour, (p) Lena, (q) Mandrill,
(r) Moon, (s) Peppers, (t) Plant, (u) San Francisco, (v) SIDBA Title, (w) Splope, and (x) Woman. Thex-axis represents 432 images in the
database which are ordered as 24 blocks corresponding to 24 original images (a)-(j). Each block consists of 18 image objects generated
from its corresponding original image.

6. CONCLUSIONS

We have proposed the 2-D functional AR model for image iden-
tification. Though its formulation is similar to the AR model, it
is based on the blockwised scheme, and its definition includes the
functions that can represent the self-similarity of images. With the
proposed model, the images can be accurately modeled with only
a few parameters. Consequently, the model is suitable for image
retrieval. The experimental results verify the accurate performance
of the model.
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