
APPEARANCE INDEXING

Guoping Qiu

School of Computer Science, The University of Nottingham, United Kingdom

ABSTRACT

Although it is very hard to quantify the visual impression of an
image, we conjecture that the overall visual appearance of an
image may be the combined effect of the appearances of image
patches of various shapes and sizes. We can imagine that all
possible appearances of image patches of all possible shapes and
sizes form a conceptual appearance space. Each point in the
appearance space therefore corresponds to a certain combination
of the object parameters (shape, size, surface texture, pose, ori-
entation, etc) and the imaging conditions (illuminating source,
viewing angle, sensor response etc.). Using real sensor data and
unsupervised learning, statistically most representative appear-
ance prototypes can be found to approximate the appearance
space. Statistics of these appearance prototypes present in an
image therefore characterize the image content, which in turn can
be used to perform tasks such as content-based image retrieval.

1 INTRODUCTION

At the lowest level, computational vision algorithms operate on
intensity images. In recent years, a class of vision technique that
derives representation, recognition and interpretation models
directly from image intensities has received much interest. These
techniques are generally referred to as appearance-based vision
[10-19]. In contrast to techniques based on image segmentation,
figure ground separation, and shapes modeling (all very hard),
appearance-based techniques build models directly from image
data and thus may provide a quicker, simpler route to the devel-
opment of vision systems.

In [10] statistics of single pixel appearance (color) was used
for object recognition and localization. In [11, 12, 17], appear-
ance of image patches was used for object recognition. In [13,
14], the appearance of the entire image was used for object rec-
ognition. Appearance models can not only be applied to recogni-
tion, they have also been applied to obstacle detection for mobile
robots [18] and 3D-object synthesis [16] for computer graphics.

Appearance-based techniques have also been applied to con-
tent-based image indexing and retrieval. The best known example
is the color indexing method [10]. Several researchers including
the author have tried to characterize small image patches using
vector quantization (VQ) for image indexing and retrieval [22 -
27]. While others try to directly exploit classic VQ based image
coding [29], our effort has been directed toward the development
of efficient representations for color image indexing and retrieval
[22 –24].

In this paper, we extend our earlier work to multiresolution
patches. Because such method is intrinsically linked to the idea of
appearance-based vision, we refer to such method appearance
indexing. While color indexing treats individual pixels independ-
ently, appearance indexing operates on a group of neighboring
pixels and attempts to characterize the combined appearance of
multiple pixels simultaneously. We make use of a conceptual
“appearance space”, which can be regarded as analogy to color

space in color indexing. A set of appearance prototypes, learned
from real image data, is used as statistically most representative
appearances in the world. Appearance indexing amounts to com-
pile statistics (probabilities) of these appearance prototypes pres-
ent in the image. To illustrate the usefulness of appearance in-
dexing, we have applied it to content-based image retrieval and
we will present experimental results to demonstrate its effective-
ness.

2 APPEARANCE QUANTIZATION AND INDEXING

Vision deals with brightness images that are functions of a variety
of variables, including surface reflectance, illumination, imaging
geometry and sensor parameters. The appearance of an object
therefore depends on these many variables. Clearly, it would be
impossible to build any model that can capture all the varying
factors that affect the appearance of the object. Furthermore, these
many variables intertwine to produce the final pixel values, which
are the only readily available data. Therefore, it is extremely
difficult, if not impossible, to derive analytical models explicitly.
Appearance based vision uses pixel values directly to build rec-
ognition and interpretation models, therefore the most often used
(probably most suitable) methods are learning techniques [14].

An effective, efficient, and suitable representation is the key
starting point to building computer vision systems [28]. Appear-
ance representation scheme plays a critically important role in
appearance based vision. From a practical implementation point
of view, the representations should be in some low dimensional
space to make the computational task feasible. Eigen analysis or
principal component analysis used in [13, 14, 17] captures statis-
tically most significant varying factors to enable computation to
be performed in the much lower dimensional eigenspace. The
purposes of using filtering in [11, 12] are similar, i.e., to represent
(capture) the appearance in a lower dimensional space to facilitate
computation. Both the eigenspace and the filtering outputs are
continuous. In order to build recognition models (represented in
computer bits), they have to be discretised.

The aggregated effect of illumination, surface reflectance, ob-
ject shape, orientation, pose, and view point, etc., are reflected in
the pixel intensities, which in turn form the appearances. If we
view all possible appearances as discrete points in the “appear-
ance space”, then each point in that appearance space captures
(represents) a certain combination of the object shape, orienta-
tion, pose, surface reflectance, illumination, imaging geometry,
and sensor characteristics, etc. Obviously, in general, there is
infinite number of such combinations. Fortunately, in real world
application environments, such combinations are finite. Of
course, from a computational point of view, it would be impracti-
cal to store all possible combinations, even though they are finite.
However, in many cases, certain representation imprecision can
be tolerated and the whole feature space (in our case appearance
space) can be approximated by a small number of prototype fea-
tures (appearances).

The only knowledge we have is pixel intensities. We do not
know what causes the pixels appear the way they do. The same
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color can be a result of many different combinations of illumi-
nants and surfaces, or two different colors can come from the
same surface under different lighting. Therefore, in order to find
such appearance prototypes, an unsupervised learning technique
has to be used. In unsupervised learning, the algorithms must
discover for themselves patterns, features, regularities, correla-
tion, or categories in the input data [9]. In the context of VQ, the
appearance prototypes are the codebooks of the VQ coder, and
thus can be designed using a number of well-studied codebook
design methods [29].

Researchers have been trying to describe the appearance at
pixel, regional and global levels. Global features cannot deal with
occlusion and pixel level features do not contain spatial informa-
tion. Therefore, we would like to model regional appearances
(with the global and pixel level appearances as special cases). To
increase discrimination power, we would also like to model the
appearance at multiple resolution [30]. Basically, there are two
ways to form an appearance vector for a region. One is to use all
the raw pixel values to form a vector, and this is the Eigen analy-
sis approach [13, 14]. The other is to drive another set of number
using some form of local operators [11, 12]. We would also like
to include color. Straightforward extension to color is to treat
each channel as a gray scale image. A more efficient approach
would be to use some form of opponent color space [2] and take
into account the bandwidth and other properties of different
channels [24-26].

By using local operators such as derivatives of Gaussian and
Gabor, the appearance vectors can be made robust to scale
changes [11, 12]. However, such vector cannot represent colors
of the objects explicitly. In the cases where color is a useful cue,
additional vectors, perhaps based on raw pixel intensities (colors)
will have to be used. Using the raw pixel intensity to form the
appearance vector has the advantage of including color explicitly
but such vector may be sensitive to large scale variations. A com-
bination of the two approaches will probably be desirable in some
applications. Because these appearance vectors will be sent to a
learning module, robustness can also be achieved through learn-
ing if large enough example data sets are available.

Once we have chosen an appropriate appearance vector repre-
sentation scheme, we can use a number of established methods to
design the prototypes or codebooks (we shall use codebook and
prototype interchangeably). A vector quantizer is described by an
encoder Q, which maps the k-dimensional input vector X to an
index i ∈ N  specifying which one of a small collection of repro-
duction vectors (codewords) in a codebook C = {Ci; i ∈ N} is
used for reconstruction. Although we do not use it in this work,
there is also a decoder, Q-1, which maps the indices into the re-
production vectors, i.e., X’ = Q-1(Q(X)). A winner-take-all com-
petitive learning algorithm [9] or other clustering methods [29]
can be used to find the prototypes. We have found the frequency
sensitive competitive learning rule [8] worked robustly and gave
excellent performance.

The appearance prototypes learned from training samples
should capture statistically most representative appearances in the
appearance space. Each prototype should reflect the characteris-
tics of certain aspects of the appearance parameters. Statistics of
these appearance prototypes in a given image should therefore
reflect the content of the image. Similar to color indexing, a
histogram of appearance can be constructed to characterize an
image. From a given image, many appearance vectors ξξξξ can be
created, and appearance histogram ΗΗΗΗ = {hi | i = 1, 2, …N} is
defined as in (1) and we call it appearance indexing. Therefore,

the ith element of the appearance histogram hi is the probability
that an appearance vector from the image is most closely ap-
proximated by the ith appearance prototype.

( ) iiQhi ∀== ,)(Pr ξ (1)

3 AN IMPLEMENTATION

We present one possible implementation of appearance indexing
based on our earlier work [22-24]. In this scheme, we first de-
compose a given image into multilevel Gaussian pyramid [7]. At
each level, the image is represented in an opponent color space.
The appearance vectors are obtained directly from raw pixel
values (we will present results of using local operators in another
application). The appearance prototypes are created by training an
unsupervised neural network. Let {Il (x, y)} = {rl (x, y), gl (x, y),
bl (x, y)} be the lth level image in an image pyramid. For imple-
mentation simplicity, we use the Burt Adelson Gaussian pyramid
[7].

These images are then transformed into an opponent space [2].
We use the YCbCr space [4] (similar spaces [3] can be used and
we have observed similar results). At each level, image patches
(blocks) of m x n pixels, are formed. Let {Bl (i, j)} = {Yl (i, j), Cbl
(i, j), Crl (i, j),} | i = 1, …m, j =1 …, n} be an image patch at level
l. For each block, we form two appearance vectors as follows
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Al is the achromatic appearance vector, and Cl is the chromatic
appearance vector of block Bl. From a signal analysis’s point of
view, Cb and Cr have lower bandwidth than Y, and from a human
vision perspective, human vision system is less sensitive to dis-
tortions in the opponent channels [2]. Therefore, Cl is formed by
concatenating sub-sampled Cb and Cr pixels. The block average
of the Y component, which captures most of the energy of the
block, is used to normalize the pixels. This has the effect of mak-
ing the appearance vectors less sensitive to absolute pixel intensi-
ties. Instead of forming one appearance vector using all pixels
from all channels, we form two separate appearance vectors.
From a computational point of view, we can work on two lower
dimensional vectors instead of one very high dimensional vector,
thus avoiding the curse of dimensionality problem. From a human
vision’s point of view, color and pattern are separable, and there
probably exist separate channels in the human visual system to
process spatial pattern and color [1]. Clearly, spatial patterns
(texture and other spatial changes) are mostly captured in Al, and
Cl captures the chromaticity of the block.

Because the image has been decomposed into multilevel Gaus-
sian pyramid and we extract patches from every level, we are
therefore in effect extracting multi-resolution appearance vectors.
An m x n patches at level l corresponds to a 2lm x 2ln patch in the
original image. For an L-level (including the original) pyramid,
the appearance vectors are obtained from block sizes of m x n, 2m
x 2n, 4m x 4n, …, 2L-1m x 2L-1n.

Once we have the appearance vectors, appearance prototypes
(VQ codebook) can be created using a simple unsupervised neu-
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ral network [8] or other clustering techniques [29]. Although
different sizes of patches can be used, we use 4 x 4 pixel patches
for its moderate computational complexity, and which will cover
areas of 4 x 4, 8 x 8, 16 x 16, 32 x 32, … in the original image.
We have used over 15 million patches of 4 x 4 pixels obtained
from natural color images to create a 256 achromatic and 256
chromatic appearance prototypes. These prototypes can form 64K
(256 x 256) 4 x 4 patches. It is also important to note that these
appearance patterns will be used at various levels of the pyramid,
therefore, we have appearance prototype patterns of multiple
resolutions.

With these prototypes, appearance indexing can be formed.
We can form an achromatic appearance histogram HA by indexing
the achromatic appearance prototypes. We can also form a chro-
matic appearance histogram HC by indexing the chromatic ap-
pearance prototypes. A joint histogram HAC of indexing the
achromatic and chromatic appearance prototypes can also be
formed.

4 APPLICATION TO IMAGE RETRIEVAL

Content-based image retrieval is currently an actively research
area in which computer vision techniques can play a useful role
[21]. Appearance indexing is suitable for such applications. It is
an extension to the classic color indexing (setting the block size
to 1 pixel and operating only on 1 level pyramid, appearance
indexing becomes color indexing). In this section, we present
experimental results of applying appearance indexing to content-
based image retrieval.

The database used in our experiment consisted of 20,000 color
images from the commercially available Corel color photo collec-
tion. To build the database, each image was decomposed into a 3-
level Gaussian pyramid. At each level, an achromatic appearance
histogram and a chromatic histogram were formed by taking
appearance vectors from 4 x 4-pixel non-overlapping blocks. Let
HPAl HPCl, HQAl, and HQCl be the achromatic and chromatic
histograms of images P and Q respectively, the similarity of two
images is measured as

( ) ClCllAlAll
HQHPsumHQHPsumQPD −+−=

∀∀
,

(3)

We constructed a query database consisting of 69 classes and a
total of over 400 query images. Each class consisted of various
numbers of similar images, and two examples are shown in Fig. 1.
These images were then embedded into the 20,000-image data-
base. Using each of these images as query, those in the same class
are used as the correct answer.

     

     
Fig.1, Example of two classes of query images

Let Qi be the ith query image and Qi(1), Qi (2) … Qi (Ni) be
the Ni “correct” answers to the query Qi. We define the accumu-
lated recall (AR) and accumulated precision (AP) as (4). Fig. 2
shows the AR(k) and AP(k) performances of the single level
appearance indexing (AI) [24] and the new 3-level AI methods.
Fig. 3 shows the AR(k) and AP(k) performances of a 3 level AI
method and a version of the color correlogram (CC) method (64-
color, 4-distance as in [5]). Fig. 4 shows an example of returned
images for a query. It is seen that multiresolution AI give better

performance than single resolution AI and that the AI technique
gives a better performance than the CC method.
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Fig. 2, Recall and precision performances of single- and multi- resolution
AI accumulated over 60 queries.
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Fig. 3, Recall and precision performance of the new AI method and the
CC method accumulated over 60 queries.
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(a) AI method

(b) CC method
Fig. 4, Examples of retrieved images. In each case, the first image was the
query.

5  CONCLUDING REMARKS

In this paper, we have showed the intrinsic relationship between
appearance-based vision and VQ based image indexing tech-
niques. We extended our earlier single resolution VQ based in-
dexing method to multiresolution and introduced the idea of
appearance indexing. Appearance indexing amounts to compile
statistics of multiresolution appearance vectors approximated by
the appearance prototypes, which in turn characterizes the con-
tents of the image. We have successfully applied the method to
content-based image retrieval and showed that it outperformed
previous techniques.
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