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ABSTRACT pictures is used as a prediction signal and the prediction er-
ror is coded. When only one description is received, the

a multiple description video coding scheme that has showndeCOder can _oqu use one of fche motl_on compensated sig-
good error resilience performance. MDMC enables one to "2!S for prediction, thus causing a mismatch between the
vary coding parameters according to the desired trade—offenCc,’d,er and decoder. This mlsmat(_:h signal is also c'o.ded
between coding efficiency and error resilience. To fully explicitly at .the' MDMC encoder, which can help to miti-
utilize this advantage, one needs to establish a set of mog9ale transmission efror effects.
els, relating the rate, encoder distortion, and the end-to-end  The cost of increasing error resilience is higher band-
distortion after transmission, with the encoder parameterswidth consumption. Therefore, there is a trade-off between
and channel parameters. Using these models, one can fingobustness and redundancy. For MDMC, there are three pa-
the optimal coding parameters for given channel parametersameters that control its error resilience and redundancy:
and rate (or distortion) constraints. In this paper, we formu- Q,, the quantization parameter of prediction error coding,
late and validate the rate and encoder distortion models. @, the quantization parameter of mismatch signal coding,
anday, the linear combination coefficient of motion com-
1. INTRODUCTION pensation. The problem of designing an optimal MDMC
codec can be formulated as follows. Given the transmis-

The objective of designing a video codec is to maximize the sion channels’ characteristics, such as error characteristic
quality of the coded video given a bit rate constraint. In a and bandwidth constraint, find the optin@$, Q: anda;,
classic video codec, only quantization distortion, referred to such that the end-to-end distortion is minimized.
encoder distortion in this paper, is considered, and the de-
sign is achieved by choosing an appropriate coding mode
and quantization step size. This method, however, is not
sufficient for transmission over an error prone environment.
In such an environment, the distortion caused by transmis-
sion errors, which is referred to as decoder distortion in this
paper, must also be taken into account and the design pro
cess must consider error resilience issues.

Multiple description coding (MDC) emerged as an at-
tractive coding framework for robust transmission over un-
reliable networks. There have recently been many MDC
schemes proposgd (a good review is give.n in [1]), among ¢4 gec since MDMC is more complex and has its own prop-
which an MDC video codec dubbed multiple description erties. In this paper, we provide these models by estab-

motion compensation (MDMC) [2] has shown good error jisping the rate-parameter models and distortion-parameter

resilience performance. MDMC can generate two descrip- 1, 4els The optimal coding parameters can be found using
tions, each of which includes coded information for alter- these models

nating frames. For each frame, a linear combination of two
motion compensated signals from two previously encoded ~ The rest of this paper is organized as follows. MDMC
- ” pr— hen the 1 ) is briefly reviewed in section 2. In section 3, the proposed
This work was done in MERL when the first author was a summer ; ; :
intern there. Itis also supported in part by NSF Grant ANI 0081357 and the models are deveIODEd' We prowde simulation results to ver

New York State Center for Advanced Technology in Telecommunication |fy the accuracy of those models in section 4 and the paper
(CATT). is concluded in section 5.

Multiple description motion compensation (MDMC) is

It is clear that before solving the above optimization
problem, the following questions must be answered: given
encoder distortions, what is the effect of transmission error
on end-to-end quality; how do the parametég Q1 and
a, influence the effect of transmission error; and how are
the coding parameters chosen to satisfy the bandwidth con-
straint. In [3], we addressed the first question. To answer
the second and third questions, rate-distortion models of the
MDMC codec are needed. Although other papers such as
[4] have studied the R-D modeling problem for classic video
codecs, those R-D models are not sufficient for an MDMC
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2. REVIEW OF THE MDMC CODING SCHEME and (3),D; is a function ofa;, Q¢ and@,, where@, and
@), are the guantization parameters of quantizgg§) and
At an MDMC encoder, the central prediction for coding Q.1 (-), respectively, and), is a function ofa; andQy, i.e.,
¥ (n), thenth frame, is obtained by Dy = di(a1,Qo,Q1) and Dy = do(a1, Qo). Hence, the
R - - optimization problem stated in the last section can be for-
Y(n) = arpe(n — 1) + (1 —a1)e(n —2), (1) mulated as finding the optimal, Qo andQ,, which min-
imizesD = g(a1,do(a1,Qo), di(a1,Qo, Q1)), While sat-
isfy the bandwidth constraint. The bandwidth constraint can
be expressed aB;, + Ry + R1 < R, whereR;,, Ry and
R, are the bit rates spent on syntax header and motion vec-
tors, central prediction errors, and mismatch signals, respec-
_ T (1) (1 Tl tively. Ry, can be treated as constant except for very low bit
co(n) =(n) —arge(n —1) = (1 —a)ge(n = 2), (2) rate codingiR, is a function ofa; andQo, andR; is a func-
is quantized by quantize,(-) to éy(n). The coded mo-  tionofa;, Qo andQ;. In other wordsRy = ro(a1, Qo) and
tion vectors and the central prediction error for even frames 1 = 71 (a1, Qo, Q).
are included in description one, and those for odd framesin ~ Given all the five modelsg(-), do(-), d1(-), ro(-) and
description two. To circumvent the mismatch between the r1(-), the above optimization problem can be solved numer-
predicted frames used at the encoder and the decoder wheigally. In [3], the functiong(-) has already been determined.
some information is lost in frame— 1, the mismatch signal ~ The remaining four functions will be developed in follow-

- ing.
e1(n) = ¥(n) — Ye(n —2) — éo(n) 3)

3.1. Rate model
is quantized by another quantiz@y (-), which is typically
coarser thar),(-), and the outpué; (n) is sent along with
other information of framen. At the decoder, if frame
n — 1 is received, frame is reconstructed using

where), (n — 1) and.(n — 2) are motion compensated
prediction signals constructed from two previously encoded
framesy.(n—1) andy,.(n—2) respectively. The prediction
error, called central prediction error,

Whena, is fixed, the relationship betwedR, and@, can
be expressed using models developed for classic video en-
coders. So, we use thie — p model proposed in [4]. If we
assume the motion compensated frames 1 andn — 2
baln) = aﬂ/;d(n —1)+(1- a1)1/;d(n —2) +é(n) (4) represent a noisy version of frame i.e., ¥.(n - i) =
P(n) + n; i = 1,2, Assumingn; andng are indepen-
wherevy(n — 1) andyy(n — 2) are motion compensated dent, the power spectral density af iS ®c.(wy,w,) =

prediction signals constructed from two previously decoded ai®.,, 5, () + (1—a1)?®p,n, (). UsingRy = £ log(a2/D)

frames, respectively. i — 1 is damaged but frame — 2 ando? = ﬁ ffﬂffﬂ ¢, dw,dw,, and assuming the noise
is received, the decoder reconstructs framesing signals have white spectrum, the relationship betwBgn
~ ~ } anda; can be expressed as:
Pa(n) = a(n — 2) + &o(n) + & (n). (5)
1
In addition, the lost frame)(n — 1) is estimated based on Ry = 5 logy (b1 + baar + bza?), 7

éo(n) and even frames are reconstructed using
_ _ whereb;, by andbs are three constants determined by the
Ya(n—1) = (wdm) — (1= a1)pa(n —2) — éo(ﬂ)) /a1. (6) quantization distortion and the noise variance, which in turn
depends on the video signal statistics, the quality of the ref-
3. RATE AND DISTORTION MODELS OF AN erence frames, and,. From the physical meaning of these
MDMC CODEC parameters, we can infer that the absolute valug flarge
thanbs sincec?, is usually larger thaw? , which is con-
The end-to-end quality of a video sequence coded by anfirmed in our simulations. Furthermore, sincgis smaller
MDMC codec is determined by its encoder distortion and than 1, we can conclude thidsa; | > |bsa?] is true in most
decoder distortion. There are two kinds of encoder distor- cases. So, the above model can be simplified to
tions in an MDMC encoder: the quantization distortion of 1
the central prediction errors, named central distortiay Ro =35 logy (b1 + b2 x a1). (8)
and that of the mismatch signals, named side distoifign
We showed in [3] that the decoder distortion is controlled In the above), andb, are constants for a fixe@,. Given
by Dy, a; and the error concealment distortion. Therefore, a fixed value o)y, two values ofR, can be obtained with
the end-to-end distortion), is a function ofDy, D; and the R — p model for two corresponding values @f. Based
a; for a given channels’ error characteristics, which can on the twoR, values,b; andb, can be estimated for the
be expressed a® = g(a1, Do, D1). From equation (2) givenQ, value.
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As stated in (3),R; is a function ofa;, Qp and Q. T e
As with the Ry — Q¢ model, we also base the relationship T eimate by - poramater model
betweenR; and@, on theR — p model [4] for fixeda, and - -
Qo. From our observation, this relationship is given by

Ri=dy +dy x QO7 (9) 8T 0z o3 os 05 o5 07 o8 o8

RO

*actual value

in which d; andd; are two constants for a fixed andQ);. ity e paranar o

We have also found that aes) < abgd;). Given this,R; b B

only varies slightly with changes i),.
To study the relationship betwed® anda,;, we ex-

presse; as,e; = ay(Ye(n — 1) — ¥e(n — 2)) — qo, from a

equation (3), wherey is the the central quantization noise.

As with Ry, the relationship betweeR; anda; can be ap-  Fig. 1. verification of Ry — a1 models(equation(8 and 7)):
proximated by (a) frame 24; (b) frame 12.

4500

Ry = }10g2(01 + ¢y x a?), (10) determined by the variance and distribution function shape
2 of that coefficient. Also, it is assumed that the quantization

if we assumey, is uncorrelated witm; — no. Furthermore, =~ method of H.263 is used ar@ is the corresponding quan-
sinceqy is quite small compared with; — n, and since tizer parameter. Unlike AC coefficients, DC coefficients are
R, varies slowly withQ,, we can assume; andc, are better approximated by a uniform distribution. So, the dis-
two constants for a fixed);. Given a fixed value of), tortion of DC coefficients is
two values ofR; can be obtained with th& — p model Do(0) = 25Q%/12. (13)
for two corresponding values af, and any fixed value of
Q0. Based on the tw®; values,; andc, can be estimated  The total distortionD, of one frame can be calculated as
directly. "

3.2. Distortion Model Do — ZDO(k)’ (14)

In this section, we define the distortion as mean square error k=0

(MSE). The quantization distortion of central prediction er- For a fixeda,, then; of eq can be calculated anf)

ror, Dy, from equation (2), depends on the predietpand  can then be estimated using the above models. For different
its quantizer parametep,. First, we will study the influ- 4 's it turns out that the signals’ probability distributions,
ence ofQy on Dy whena, is fixed. Then, we consider the gn(d hencey,’s, remain almost unchanged. Therefak®, is
influence ofa;. almost unchanged with variation in .

Due to the orthogonality of DCT transform, calculat- From equation (3), the quantization distortion of the mis-
ing DO is eqUiValent to CaICUIating the quantization distor- maitch Signa'Dly depends not On|y on its quantizer param-
tion of the DCT coefficients of,. For a given quantization eter,1, but also om; and@,. We find the distribution of
methOd, the quantization distortion depends onthe prObab”'the mismatch Signa]’s AC coefficients can still be approxi_
ity distribution of DCT coefficients. Since AC coefficients mated as a generalized Gaussian and the DC coefficients as
are approximately generalized Gaussian distributed [5] andg yniform distribution. So, given a fixed, andQ,, equa-

this distribution can be approximated as a Laplacian [6], the tijons (11,12,13 and 14) can also be used to calculaten
distortion of thekth AC coefficient in an inter-coded block,  \hichy, is equal toE|ey (k)|.

can be expressed as, When using different;; or @, the parameters of the
Do(k)=4n} — (6Q* + (6, + 1)Q — 2my, — 1)e =25/ generalized Gaussian distribution functions are different, and
202 + A(my + 1)Q)e—45Q/m consequentlyD; is different. However, the relationship be-
- (2¢ l(n_k 7222?% (11) tweena; (or Qo) and those parameters is difficult to model.
€ Fortunately, it has been found that we can calcula¢evith
if Qis even, and arbitrarya; (or Q) by interpolation, where we assume two

Do(k) =417 — (6Q* + (6n, — 1)Q — 2 — 1)e~25Q=05)/m Dy values corresponding to oy values (or@ values)
(2Q? + (4ny, — 2)Q)e~ (4:5Q=0:5)/mx are known. In other words, given = x (or Qo = z), the

- - 507 (12) distortion, D, can be calculated using
— e k

if Q is odd. Di(z) :Dl(a)+“z_“

In the above equationsy, is equal toF|eq(k)|, the av- -

eraged absolute value éth DCT coefficient, which was  wherea andb are the values of twa,'s (or Qy’s) for two
known D;’s.

(D1(b) = Di(a)),  (15)
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Fig. 3. verification of D — qunodel(equations (11, 12, 13
Fig. 2. verification of R, — a; model (equation(10)): (a) and 14): (a) frame 24; (b) frame 12.
frame 24; (b) frame 12. 5. CONCLUSION

4. SIMULATION RESULTS This paper provides several models to estimate the rates and

distortions of MDMC video coding scheme. Using these
models together with the decoder distortion model intro-
" duced in [3], one can find the optimal parameters directly
codec[7]. To apply the above models, for each frame, afterWhen coding a video sequence for transm|§S|on over error
rone channels. The algorithm for dynamically selecting

motion estimation, the encoder collects necessary statistic . . .
. . X : he optimal parameters and the corresponding gains that can
by performing motion compensation several times. Based . . . Lo o
be achieved will be reported in a later publication. Prelimi-

on this data, the encoder then estimates the necessary pa- . .
" L nary results show that more than 1 dB gains can be achieved
rameters for the model. The additional complexity is only

slightly higher than that in [4]. compared to a fixed suboptimal parameters selection.

To confirm the accuracy of the models discussed in above
section, we conduct simulations using our MDMC codec
which is implemented on top of the public domain H.263+

To verify our Ry —a; andR; —a; models, QCIF “Fore- 6. REFERENCES
man” is encoded at 10 fpS USing the MDMC codec. We fix [1] V. K. GoyaL “Mu|tip|e Description Coding: Compres-
Qo = 8 andQ@, = 14 for all frames andi; = 0.9 for all sion Meets the Network ,"IEEE Signal Processing

but the two test frames, frame 12 and frame 24. For these Magazine vol. 18, no. 5, pp. 74-93, Sep. 2001.
frames, we vary:; and record the bit rates used for coding 2]
the Y component. Then, we fit our models to the actual data ing multiple description motion compensationZEE
and use those models to estimate the bit rate of the tested Trans. Circuit and System for Video Technologgl.
frame. Figure 1 and 2 shows the actual and estimated bit 12, no. 6, pp. 438-453, Jun., 2002.
rates in this experiment. In the figures, the actual number
reflects the total bits spent on coding the Y component in
one frame and the estimated number is calculated using our
models. From the two figures shown, we can see those mod-
els are quite accurate. We do note that the two-parameter
Ry — a; model (equation (8)) may not fit the actual data as
well as the three-parameter model.

In order to verify theD — @ model, a simulation similar
to the previous experiment is conducted, where instead of

Y. Wang and S. Lin, “Error resilient video coding us-
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of Multiple Description Motion Compensation Video
Coding for Lossy Packet NetworkslEEE Int’l Conf.
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4] Z.He and S. K. Mitra, “A unified rate-distortion analy-
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varying a; in the two tested frames, we vafy; from 12 [5] F. Muller, “Distribution shape of two-dimentional
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for the two test frames. From this figure, we can see the vol. 29, no.22, pp. 1235-1236, Oct., 2002.

D — @ model can work well enough. Here, only; — Q; [6] J. Minguillon and J. Pujol, “Uniform quantization
verification is plotted. However, th® — @ model works error for Laplacian source with applications to JPEG
even better for estimating), in our other simulations. The standard,” Mathmatcis of Data/Image Coding, Com-
reason is that the assumption of a generalized Gaussian dis-  pressing and Encryption, Proc. of SRIEol. 3456,
tribution is more realistic foey. In our other simulations, 1998.

D1 —a; andD; — Qg relationship (15) ande; — Qo model [7] University of British Columbia, “H.263+ codec,” pre-
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