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Abstract

For a long period, object tracking in images has suf-
fered from occlusion problem. In order to resolve occlu-
sion problems, we proposed the Spatio-Temporal Markov
Random Field model for segmentation of spatio-temporal
images in 2000. This S-T MRF optimizes the segmen-
tation boundaries of occluded objects and their motion
vectors simultaneously, by referring to textures and seg-
ment labeling correlations along the temporal axis, as well
as the spatial axes. As a result, tracking moving objects
became very successful against occlusion. Since then, the
S-T MRF model has been practically applied to vehicle
tracking to reveal good results against occlusion. How-
ever, the S-T MRF model was defined to be a general
model for the segmentation of spatio-temporal images,
and the model is independent of shape models of target
objects. Therefore, in addition to solid objects such as
vehicles, the model would be effective for tracking flexible
objects such as pedestrians against occlusion and clutter
situation. As a result in this paper, the S-T MRF model
was proved to be effective for segmentation of traffic scene
which is cluttered by vehicles and pedestrians.

1 Introduction
Tracking algorithms have a long history in computer vi-

sion research. In particular, algorithms for vehicle track-
ing have been extensively investigated. H.Kolling and
H.Nagel[1] are famous for their many successful results
vehicle tracking. While these methods are effective in
less crowded situations, they are less than successful in
reliably tracking vehicles in complicated situations that
include clutter and complicated vehicle behaviors.

Many successful research efforts also have been per-
formed on human tracking from sequential images. For
example, Hidalgo and Salembier[6] focused on foreground
key region in sequential images, and Izquierdo and
Ghanbari[7] tried on motion based segmentation. How-
ever, those method also did not discuss occlusion prob-
lem.

In addition, it would be very effective to define an al-
gorithm which would be able to track different kinds of
objects such as pedestrians, vehicles, bicycles in a unified
manner. It is because that a traffic scene such as at urban
crossroad contains those different kinds of traffic objects,
and it is important to observed all of them in detail for a
traffic signal control, for example.

For that purpose, we proposed Spatio-Temporal MRF
model in 2000[12][14] which is extended form usual 2D
MRF model to be applied to segmentation of spatio-
temporal images. This S-T MRF model simultaneously
optimizes motion vector and label with respect to each
block and then determines segmentation of moving ob-
jects from spatio-temporal images[13].

Many successful research efforts on Markov Random
Field model have been performed by many researchers
in the field of computer vision. First of all, the most
fundamental work which was performed by Geman and
Geman[8] has become the basic research of all on MRF
not only for image restorations. More works for unsu-
pervised segmentations successfully by Manjunath and
R.Chellappa[10], P.Andrey and P.Tarroux[11]. Although
those researches were successful, those have applied the
2D-MRF model to spatial images such as static images.

Some related works such as by N.Paragios and
V.Ramesh[3] and by Y.Tsaig and A.Averbuch[4] in 2001
employed the MRF model to segment regions of moving
objects such as pedestrians or men at a desk in image
sequences. However, [3] does not consider the occlusion
problem. Although [4] mentions the occlusion problem,
their method does not define any quantitatively signifi-
cant correlations along temporal axis, nor does describe
any experimental results against occlusions.

Compared with those methods, the idea of our
Spatio-Temporal MRF model was already proposed in
2000[12][13]. This S-T MRF model divides spatio-
temporal images into regions by quantitatively referring
to texture and labeling correlations along temporal axis
as well as spatial axis. Consequently, it is able to optimize
object boundaries precisely, even when serious occlusions
occur[13][14].

In addition, in this paper, we improved the S-T MRF
to be very general model which is able to deal with flexible
objects such as pedestrians as well as solid objects such as
vehicles. In this paper, the algorithm and the successful
result by applying the model to various traffic scenes is
described.

2 Spatio-Temporal MRF Model
2.1 Basic Idea

Usually, the spatial MRF segments an image by each
pixel. However, since the usual video cameras do not have
such high frame rates, objects typically move for ten or
twenty pixels among consecutive image frames. There-
fore, neighbor pixels within a cubic clique will never have
correlations of either intensities or labeling. Consequently,
we defined our Spatio-Temporal Markov Random Field
model(S-T MRF)[12][13] as to divide an image into blocks
as a group of pixels, and to optimize labeling of such
blocks by referring to texture and labeling correlations
among them, in combination with their motion vectors.
Combined with employing stochastic relaxation method,
our S-T MRF optimizes object boundaries precisely, even
when serious occlusions occur.

Here, a block corresponds to a site in the S-T MRF,
and only the blocks that have different textures from the
background image are labeled as one of the object regions.
In this paper, an image has 640x480 pixels and a block
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has 8x8 pixels; such a distribution of labels on blocks is
referred to as an Object-Map. S-T MRF estimates current
Object-map X(t) = y; given previous Object-mapX(t −
1) = x, previous image G(t− 1; i, j) = g(i, j), and current
image G(t, i, j) = h(i, j).

2.2 Parameters for Correlation along Temporal
Axis

In our previous works[12], three energy function were
defined in order to solve the segmentation problem by
S-T MRF. Since details of the functions can be found
in the previous paper, summary of the idea will be ex-
plained here. Following energy functions were deduced
from the Boltzmann distribution which represents expo-
nential value of Gaussian function about parameters Mxyk

and Dxyk as described in the previous paper[12].
At first, the motion vector of each block is estimated

between the previous image and current image by block
matching technique. By referring to the motion vector,
the two S-T MRF energy should be evaluated as shown
in Function(1):

Upre(Dxyk , Mxyk ) = b(Mxyk − µMxy )2 + c(Dxyk − µDxy )2(1)

Dxyk =
∑

0≤di<8,0≤dj<8

|G(t; i + di, j + dj)

−G(t − 1; i + di − vmi, j + dj − vmj)| (2)

The first parameter Dxyk represents texture correla-
tion between G(t − 1) and G(t). Suppose that Ck is
translated backward in the image G(t − 1) referring to

the estimate motion vector −−−→
VOm = (−vmi,−vmj). The

texture correlation at the block Ck is evaluated as(See
Figure.2): UD(Dxyk) takes maximum value at Dxyk = 0.
The smaller Dxyk is, the more likely Ck belong to the ob-
ject. That is, the smaller UD(Dxyk) is, the more likely Ck

belong to the object.
The second parameter Mxyk is a goodness measure of

the previous Object-map X(t − 1) = x under a currently
assumed Object-map X(t) = y. Assume that a block Ck

has a object label Om in the current object map X(t), and
Ck is shifted backward in the amount of estimated motion
vector, −−−→

VOm = (−vmi,−vmj) of the object Om, in the
previous image (Figure.1). Then the degree of overlapping
is estimated as Mxyk : the number of overlapping pixels
of the blocks labeled as the same object. The more the
overlapping pixels are, the more likely a block Ck belongs
to the object. The maximum number is µMxy = 64, and
the energy function UM (Mxyk) takes a minimum value at
Mxyk = 64 and a maximum value at Mxyk = 0.

2.3 Parameters for Correlation on Spatial Plane

The third parameter of S-T MRF energy is of neighbor
condition about Object-Map of the current spatial plane
as shown in Function(3).

UN (Nyk ) = a(Nyk − µNy )2 (3)

Here, Nyk is the number of neighbor blocks of a block Ck

that belong to the same object as Ck as shown in Figure.3.
Namely, the more neighbor blocks that have the same
object label, the more likely the block is to have the object
label. Currently, it is assumed that µNy = 8, because
UN (Nyk) should have minimum value when block Ck and
all its neighbors have the same object label. Therefore,
the energy function UN (Nyk) takes a minimum value at
Ny = 8 and a maximum value at Ny = 0.

However, some of such estimated motion vectors would
have errors. Such errors sometimes occur in blocks where
boundaries of objects exist, where very poor texture exist,
and where some periodical texture exist.

Since those errors should lead to segmentation errors, it
is necessary to correct errors of motion vectors themselves.
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For that purpose, it would be effective to optimize motion
vectors themselves by referring to motion vectors of their
neighbor blocks on the current spatial plane as shown in
Figure.4.

Umv(Ck(t − 1)) = f
∑

Bk

|−−−−−→VCk(t−1) −−−−−−→
VBk(t−1)|2/Nxk (4)

The more a motion vector of a block Ck(t − 1) becomes
similar to motion vectors of neighbor blocks Bk(t−1), the
more probable a motion vector a block Ck(t−1) becomes.

Consequently, this optimization problem results in a
problem of determining a map X(t) = y which minimizes
the following energy function(5):

U(yk(t)) + Umv(Ck(t − 1)) =

a(Nyk − µNy )2 + b(Mxyk − µMxy )2 + cD2
xyk

+f
∑

Bk

|−−−−−→VCk(t−1) −−−−−−→
VBk(t−1)|2/Nxk (5)

Here, U(yk) is defined as function(??) at T = t; energy
terms of UM (Mxyk) and UD(Dxyk) will be evaluated by
referring to respective motion vectors of blocks belonging
to the object. Umv(Ck(t − 1)) will be estimated by using
motion vectors at T = t−1; Ck(t−1) represents the origi-
nal block of Ck(t), Nxk represents the number of neighbor
blocks that have same label as Ck(t − 1).

Thus, motion vectors of blocks at T = t−1 and Object-
Map at T = t will be optimized simultaneously by consid-
ering both similarities in motion vectors among neighbor
blocks and in texture correlations between consecutive im-
ages.

2.4 Optimization Process

The S-T MRF model simultaneously optimizes segmen-
tation and motion vectors. The optimization process is to
determine correct maps of motion vectors and segmenta-
tion for the current image, given the previous image, pre-
vious segmentation result, and current image. The depth
of previous segmentation results in spatio-temporal space
that this algorithm consider for the optimization should
depend on variations in implementations. In this subsec-
tion, the optimization process is briefly explained.

In the first step, motion vectors of all blocks are esti-
mated by a simple block matching method. In the second
step, by referring to such estimated motion vectors, can-
didates of labeling are nominated for all the blocks that
are used for an initial state of Object-Map in optimization
loop. The algorithm to define this initial state of Object-
Map was explained in detail in our previous paper[12][14].
In the third step, an optimization loop is performed to de-
termine

In the optimization loop, a block’s phase space which
consists of a motion vector value and a labeling number
will be searched. After some iteration of the loop, a state
of the phase space in which the energy function of S-T
MRF model takes approximately the minimum value will
be determined(see Figure.4). At each iteration, all the
blocks should be examined to determine such the most
optimal states.

Although the motion vectors and the labels would have
contained some errors when they were estimated in the
first step, those should be optimized simultaneously after
the optimization loops in the third step.

3 Experimental Results
parameters were decided by trial and error as: a =

1/2, b = 1/256, c = 32/1000000, f = 1/4, and the same
parameters are used through all the following experi-
ments.

Figure.5 represents segmentation results by applying
the S-T MRF model to the two very different angle images
of vehicles’ traffic. Figure.5(a) shows the tracking result
image and the Object-Map by applying our S-T MRF to
images at a crossroad, and Figure.5(a) shows the tracking
result images of low-angle images at highway merge traffic.

Figure.6 represents segmentation result of two pedes-
trians and a bicycle. Against occlusions, the S-T MRF
model were able to tracking each pedestrian and bicycle
successfully.

Finally, Figure.7 represents a very cluttered situation
around the cross walk where many occlusions between
pedestrians and between a pedestrian and a vehicle oc-
curred. Against such a very cluttered situation, the S-T
MRF model were able to segment each pedestrian region
and vehicle region successfully. Therefore, this algorithm
would be very effective for detailed behavior analysis even
in such a cluttered scene.

4 Conclusions
The Spatio-Temporal MRF model has been proposed

for segmentation of spatio-temporal images; which is
equivalent to object tracking in sequential images. S-T
MRF simultaneously optimizes segmentation boundaries
and motion vectors by referring to texture and labeling
correlations along temporal axis. In this paper, pedestri-
ans and vehicles were tracked successfully against occlu-
sion by using the same algorithm of S-T MRF model.

Therefore, the S-T MRF would be very effective for
detailed behavior analyses of pedestrians and vehicles in
urban traffic scene.
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