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ABSTRACT

Spread sprectrum watermarking proceeds by extracting a feature
vector from the cover contents and embedding a pseudo-random
watermark signal in that feature vector. To detect the presence of
the watermark, a correlation of the feature vector with the pseudo-
random signal is performed and the result compared to a thresh-
old. This correlation detection function is a first-order function
of the feature vector components. In recent work, we have pro-
posed that higher-order polynomial detection functions, combined
with a side-informed watermark embedding strategy, can be used
to increase the efficiency of the watermarking system. We have
demonstrated this through a statistical analysis. In this paper, we
apply our new family of detection functions to the watermarking
of real audio signals. The schemes are tested on a database of over
300 different audio signals and a robustness analysis is performed
on the experimental results.

1. INTRODUCTION

Watermarking hides information in a host signal, which can
be extracted by an authorised detector without altering the
perceptible quality of the host. Audio watermarks should be
inaudible, robust to signal processing, such as compression,
filtering or resampling and secure to malicious attempts to
remove them. Digital rights management systems require
blind watermark detection i.e. detection without recourse
to the original host signal. Watermarking may be modelled
as a communication problem, in which the host signal con-
stitutes the channel for transmission of the watermark data.
The watermark is modulated on a feature vector extracted
from the host signal in the time domain or in some transform
domain. The most popular form of blind watermarking, dis-
crete sequence spread-spectrum watermarking (DSSS), em-
beds a pseudo-random sequence (chosen independently of
the host) which is detected by application of a correlation
detector. From a security point-of-view, one weakness of
DSSSisthat it is symmetric, in the sense that the watermark
signal must be available to both the embedder and detector.
An averaging attack can extract the watermark given a set
of contents (of O(IN') sizewhere N is the spreading length)
marked with the same watermark signal.
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For this reason, interest has been generated in the de-
velopment of asymmetric schemes which do not require the
watermark signal to be available to the detector. For ex-
ample, [1, 2] propose second-order schemes in which the
detector calculates a quadratic form on the extracted feature
vector. These are more secure, since an attacker must esti-
mate the quadratic form to remove the watermark which re-
quires O(N?) attacks. This approach is generaised in [3],
where an nt"-order detection function is proposed. In re-
cent work [4, 5], we have demonstrated theoretically that by
choosing a particular side-informed watermark embedding
strategy, such nt”-order polynomial detection functions can
also provide greater robustness, since they result in more
powerful detection tests. Hence, our nt*-order schemes
yield better performance for a given watermark embedding
strength, than DSSS. Equivalently, for a given performance
reguirement (in terms of detection rate, probability of good
detection and probability of false alarm), a smaller embed-
ding strength is required for our nt*-order schemes than for
DSSS and thisin turn leads to greater security.

In this paper, we investigate the application of our n -
order schemes to the watermarking of real audio signals.
In particular, we examine some practical means by which
feature vectors with desirable statistical properties can be
extracted from audio, so asto yield the maximum detection
power. Furthermore, we determinethe value of n that yields
the best performance, when a psychoacoustic model is used
to determine the embedding strength. Finally, we test the
performance of the schemes in the presence of AGWN at-
tacks.

2. WATERMARK EMBEDDING AND DETECTION

The first stage of watermark embedding is to extract an N-
dimensional feature vector r from the original cover data,
X, using an extraction function e(X, k) = r which typi-
cally depends on a secret key k. The extraction process is
invertiblein the sense that there is an associated embedding
processm (X, r) suchthat m(X, e(X, k)) = X.

Given an embedding strength, g, an N-dimensional wa-
termark vector w is mixed with the feature vector r. We
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assume an additive mixing function, F'(r,gw) = r + gw
where the watermark w is normalised to unit power. The
watermarked content, X ,, is then obtained via the embed-
ding process. X,, = m(X, F(r, gw)).

Detection of the watermark from a received content X,
proceeds by extracting the feature vector r = e(X). We
consider detectorsthat cal culate areal-val ued detection func-
tion d(.) of thefeature vector. The watermark is determined
to be presentif d(r) > thr. for somethreshold value thr. In
discrete sequence spread spectrum (DSSS) watermarking,
the detection function, d(r) = w.r where w is a pseudo-
random signal.

2.1. Audio Extraction Functions

In our experiments, we analyse two different extraction func-
tions, defined as follows:

2.1.1. Extraction Method 1

A fourier transform of length 1024 is applied to the time-
domain audio samples. The frequency values are mapped
into 25 critical bands, corresponding to frequency bands
with similar auditory and masking properties. One com-
ponent of r is extracted from each critical band CB and cal-
culated as,

ron == 3 Togio il @
i€CB
where M is the number of frequenciesin the critical band.
A psychoacoustic model can be used to determine the max-
imum distortion allowable on each critical band. Hence, the
watermark strength can be varied from component to com-
ponent, so as to maximise the strength of the watermark
while remaining inaudible.
The watermark gwcgp is embedded back into the signal
by updating the magnitudes of the frequency components,

|fi] = 1097<® | f;| 2

where f; is the watermarked frequency component. An ad-
vantage of this method is that, since the watermark is dupli-
cated on al frequencies in the critical band, there is some
in-built robustness to desynchonisation by frequency crop-
ping. With this method, to obtain a detection rate of one
detection per second on CD-quality audio files, the water-
mark must be spread over a feature vector of length 1075.

2.1.2. Extraction Method 2

In this method, in order to generate a vector which is nor-
mally distributed, each component of the extracted vector
is calculated as a sum of M randomly chosen frequency
values. In particular, a set of & mid-band frequency values
is chosen from each frame of a set of M N/k contiguous

frames, giving atotal of N M frequency values. These val-
ues are randomly partitioned into N sets of M frequency
values and each component is generated as the sum of the
log of the frequency magnitudes in each partition. In order
to get good normality, avalue of M/ = 20 was chosen.

In both cases, the components of the feature vector are
permuted before the watermark is added, using a secret per-
mutation. This permutation must be known to the detector.

3. DETECTION THEORY

Let G = g?/o2 bethe watermark to signa power ratio. In
general, the output of the detection function is dependent
on the embedding strength, G. Given d(r), the goal is to
distinguish between the null hypothesis H, that no water-
mark is present and the alternative H; that a watermark is
present. The power function, P,(G) = P{d(G) > thr|H1}
, gives the probability of correctly detecting the watermark
given that the datais watermarked with embedding strength
G andisin genera an increasing function of G.

Let Qg be the centred and normalised cdf of the detec-
tion function d under H, and let (0, bethe centred and nor-
malised cdf of d under Hy. Let ug, o (resp. u1,01) bethe
mean and standard deviation of the detection function under
Hj (resp. H;). For agiven probability of false alarm Py,,
the probability of good detection is given by

P{d> thrlH} =1- Q) (j—f@&(l ~ Pu) - ) ®

where the efficiency e isdefined ase = (1 — o) /o1.

As (@ isanincreasing function, increasing the efficiency
of the detection results in increasing the power. The effi-
ciency of the DSSS scheme for awatermark spread over N
componentsis v NG.

4. SIDE-INFORMED EMBEDDING

The use of side-information has been recognised as a way
to increase robustness of watermarking schemes [6, 7]. We
have proposed a side-informed scheme, in which the water-
mark depends on the detection function. Given a detection
function, we have shown in [4] that the expected output of
the detector is maximised (to first order in v/G) by choosing
w o« Vd(r). Moreover, in [4, 5], two families of polyno-
mial detection functions of degreen were proposed.

N/n n
BNIS = dr) =Y ][] (4
i=1 j=1
N/2
POWER-n

d(r) = Zr?_lrj (5)
i=1

where j for POWER-n is a randomly chosen index, which
is matched with each index i. To first order, it was shown
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that the efficiency of a JANIS detector, for normaly dis-
tributed components of r, is vVrnNG. The efficiency of a
POWER-n detector also depends on the distribution of the
components r;. In particular, if the components of r are
uniformly distributed, then POWER-n outperforms JANIS,
with a first order efficiency of n,/NG/6. Such large ef-
ficiency values can be traded-off against lower probability
of false alarm, increased robustness to noise and/or lower
embedding strengths.

5. FILTERING

From the above analysis, the performance of the different
detection functions on a real audio signal depends on the
distribution of the feature vector components. Before run-
ning the detection, the vector components can be filtered
through a non-linear mapping, b : r; — h(r;), such as
proposed in [8]. In particular, we propose h(r) = (r —
Qa(r))sign(sin(27r; /A)) where Q A isaquantisation with
step-size A. If A issufficiently small, then the resulting fil-
tered components are approximately uniformly distributed.
However, if A istoo small, then the watermark itself is fil-
tered out. Hence, we must choose A > ¢. Filtering also re-
moves a large amount of the variance of the original signal,
so that the effective watermark to signal ratio is increased,
leading to increased efficiencies in the detector. Probabil-
ity distribution functions (pdf) of the feature vector compo-
nents, with and without filtering are shown in Fig. 1.
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Figure 1: Distribution functionsof the extracted feature vec-
tors for the two extraction methods

6. EXPERIMENTAL RESULTS

The code is tested on a database of 350 30s audio clips,
taken from a range of music types. One watermark symbol
was spread over a 1s time period, using extraction methods
1 and 2 as described above.

6.1. TheEffect of Filtering

The expressions for the efficiency given in Section 4 are
first order in /G. When higher order terms of G are taken
into account, the efficiency decreases for large n. Theturn-
ing point (that is, the value of n at which the efficiency is

maximised) depends on the value of G; the larger GG is, the
sooner the efficiency starts to decrease. Hence, higher order
detection functions are useful when the power of the water-
mark is very low.

Filtering removesa significant portion of the variance of
the signal and hence rai ses the effective watermark to signal
ratio, G. Hence, if A isvery small, the best detector will
occur at n = 2. Small values of A will also ensure that the
feature vector is uniformly distributed, which, from our the-
oretical results, indicates that a POWER-n detector is most
effective. When A islarger, the feature vector becomes less
uniform, which impacts on the performance of POWER-
n in comparison to JANIS. Hence, there are a number of
trade-offsto be made. A A must be chosen that yields good
robustnessto noise, then for this A, a detector must be cho-
sen and its order set. In our experiments, we have chosen
A = 1.0, which results in increasing the effective water-
mark to signal ratio by about 10 dB.

6.2. Psychoacoustic Model

A psychoacoustic model is used to determine the masking
properties of each critical band in the signal, and outputs a
signal to mask ratio (SMR) for each critical band. By fixing
the mask to noise ratio (MNR), a maximum power for the
watermark is determined for each critical band and the fre-
guencieswithin the band are marked with maximum power.
Our experiments indicate that the watermark is inaudible
when MNR=-13 dB. With G set in this way, the probabil-
ity of good detection (P,) is calculated for the JANIS and
POWER-n detectors. For extraction method 1, it was be ob-
served that the best value of n for the POWER-n detector
isn = 4, and for JANISisn = 3. JANIS out-performs
POWER-n in this case. However, if the watermark is very
weak, then higher orders of POWER-n outperform JANIS,

6.3. AWGN

Thetwo extraction methods (labelled M1 and M 2) aretested
against AWGN attacks, with the noise to signal ratio (NSR)
set in the range -40 dB to 0 dB and the watermark embed-
ding strength set at G=-26 dB (see Fig. 2 and Fig. 3). Note
that, with clipping, performanceis very good at low noise,
but falls sharply around -10 dB, when the noise is as strong
asthefiltered signal. Because the watermark to filtered sig-
nal ratio is so strong, POWER-n is no better than JANIS,
even though the signa is uniform. Comparing Fig. 2 and
Fig. 3illustrates the importance of the distribution function
of the extracted vectors. The second extraction method per-
forms much better than the first, because vectors extracted
using method 1 are not normally distributed. As expected
from theory, POWER-n performs much more poorly than
JANIS on the normally distributed vectors.
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Figure 2: Extraction Method 1. Robustness to AWGN,
P;,=10"%, G=-26 dB

7. CONCLUSION

We have presented results of a practical application of nt"-
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Figure 3: Extraction Method 2: Robustness to AWGN,
P;,=10~*, G=-26 dB

order side-informed watermarking to the watermarking of
real audio signals. Using such schemes in practise requires [4]
that consideration be given to the distribution of the ex-
tracted feature vector, since this distribution determines the

best detector to use. Although, theoreticaly, it was shown

(5]

that POWER-n detectors can out-perform JANIS detectors
on uniformly distributed vectors, the filtering method ap-
plied here to achieved uniformity, also boosts the power
of the watermark in relation to the filtered signal. Hence,
the watermark strength is too high to achieve good perfor- 6]
mance using high orders. High-order detection functions
become most useful when avery low embedding strength is

required.
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