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ABSTRACT

In this article, we propose a method to introduce spatial in-
formation within the context of pattern recognition by the
mean of evidence theory. Indeed, we can consider that each
neighbor brings some information useful to determined the
class of a pattern to classify. We propose to introduce such
information through the Dempster’s combination rule. This
combination, which takes into account the distance between
neighbors, provides a more accurate modeling of the infor-
mation and improves the classification process of the data.
We illustrate the interest and the impact of this method throu-
gh the problem of segmentation of multi-echo magnetic re-
sonance (MR) images. In particular, we show that the seg-
mentation results are more accurate and that some ambigui-
ties of classification are resolved.

1. INTRODUCTION

Data fusion becomes an important field of research this last
few years; its applications are numerous: multi-sensor fu-
sion, classification, or target tracking [1]. Different theories
are adapted to data fusion problematic: probabilistic fusion,
Bayesian inference, fuzzy set theory, possibility theory or
evidence theory. In this paper, we focus on the evidence
theory.
The evidence theory, also called theory of belief functions
was initially introduced by Dempster [2] and formalized by
Shafer [3]. Such theory is particularly used in the context
of pattern recognition of imprecise and uncertain data. It is
based on the construction of belief functions which model
the knowledge and the belief we place on the data. Dif-
ferent interpretations of evidence theory successively ap-
peared. In [4], Smets and Kennes deviate from the initial
probabilistic interpretation of the evidence theory with the
transferable belief model (TBM) giving a clear and cohe-
rent interpretation of the underlying concept of the theory.
In this article, we are interested in the problem of the clas-
sification of spatial ordered data. Indeed, a lot of classifi-

cation methods of uncertain and imprecise data do not take
into account the neighborhood of the patterns to classify.
However we can consider the neighborhood as a source of
information and introduce these information within a fusion
process.
In section 2, we quickly introduce the evidence theory back-
ground. In section 3, we propose a method to introduce
the spatial information through the Demspter’s combination
rule. In section 4, the method is applied to the segmentation
of MR images. We present the benefits of our method on
the segmentation results. Finally, in section 5, we conclude
about the interests of the proposed method.

2. EVIDENCE THEORY BACKGROUND

2.1. Belief structures

Within the context of evidence theory, imprecise and un-
certain data are modelled thanks to belief structures. The
existency and the definition of theses functions involve the
definition of a frame of discernement� composed of the�
exhaustive and exclusive hypothesis�� of the classification
problem:

� � ���� ��� � � � � ���� (1)

From the frame of discernment, we define�� the power set
of �� propositions defined on�:

�� � ��� ��� ��� � � � � ��� ����� ��� ����� � � � ���� (2)

The piece of evidence brought by a source of information
(sensor, agent. . . ) on aproposition� (singleton or com-
posed hypothesis of��), is modelled by the belief structure
�, called Basic Belief Assignment (bba), defined by:

� � �� � ��� ��� (3)

and verifying:

�	�
 � �� (4)
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�

���

�	�
 � �� (5)

From this function, two belief structures, the credibility (��	)
and the plausibility (
 	) can be derived by the following
equations:

��		�
 �
�

���

�	�
� (6)


 		�
 �
�

��� ���

�	�
� (7)

The degree of belief��		�
 can be interpreted as the to-
tal amount of belief in the proposition�. The plausibi-
lity 
 		�
 quantifies the maximum amount of belief po-
tentially attributed to�. The credibility and the plausi-
bility are thus dual notions: the plausibility is defined by

 		�
 � ��		�
���		�
 where� is the complementary
of �.
The main difficulty raises in correctly model the knowledge
given by the different sources. Generally, the models de-
pend on the classification problem. Therefore, we can dis-
tinguish two main approaches: the distance-based models
initially proposed by Denœux [5] which take into account
the neighborhood information and the models based on like-
lihood functions [3, 6].

2.2. Belief attenuation

As we said, the belief structure� models the piece of evi-
dence brought by a source of information on the different
hypothesis of��. When this source is considered as impre-
cise or not completely reliable, the confidence in this source
can be attenuated by a factor� and a derived belief structure
�� is defined by:

��	�
 � ���	�
 �� � ��� (8)

��	�
 � �� �� ���	�
� (9)

The difficulty lies then in the correct definition of the factor
� [7].

2.3. Combination

Let denote���� � � � ���� � bba associated to� inde-
pendant sources��� � � � � �� of information. The evidence
theory provides an adapted framework to fusion or combine
these� sources in a synthesized information. A common
operator is the orthogonal sum also called the Dempser’s
combination. Thus, the fusioned bba�� is defined by

�� � �� 	 � � �	�� 	 � � ��� � (10)

For two sources of information�� and��, the fusioned bba
�� is given by:

�� 
 � ��	�
 �
�

�� 


�

�����

��	�
���	�
� (11)

where
 is defined by:


 �
�

�����

�	�
��	�
� (12)

The normalization term
, with � � 
 � �, can be in-
terpreted as a measure of the conflict between the sources
to combine. The Dempster’s rule has been justified theo-
retically by several authors [8, 9]. However the normaliza-
tion step was also criticized [7, 9]. It is very important to
take into account the value of this term: when it is high
(
 � �), combining the sources is a non-sense leading to
incoherence [7] and involving counter-intuitive behaviors.

2.4. Decision

For most applications, a decision have to be taken generally
in favor of a simple hypothese. Several rules are proposed,
the most current being the rule of the maximum ofcredibi-
lity and the maximum of theplausibility. Within the context
of the TBM, Smets [10] defines thepignistic probability dis-
tribution.
Thus if�	�
 represents the credibility, the plausibility or the
pignistic function, the decision functionÆ for a vector� to
classify is given by:

Æ	�
 � �� 
��� �� � �������
����

�	��
�� (13)

We denote that the decision can be taken including the con-
cept of cost functions and the concept of rejection class [11].

3. INTRODUCTION OF SPATIAL INFORMATION

3.1. Motivations

The solving of pattern recognition problems by the evidence
theory is usually divided into two parts. In a first time, the
knowledge is modelled via bba functions. This part often
includes an estimation of parametric models. In a second
time, a decision is taken given the bba functions. In this
article, we are particularly interested in the specific case of
spatial ordered data.
We propose to include before the decision step a regulariza-
tion by means of the introduction of spatial neighborhood
information using belief functions. Indeed, when the data
are spatially ordered, which is for example the case in ima-
ge processing problems, the class of a pattern� to classify
in a homogeneous region is often the same that the class of
its neighbors. The pieces of evidence brought by the neigh-
bors and represented by bba can thus be considered as some
sources of information about the class� . Concequently,
the use of this kwowledge increase our belief about� and
lead to accurate solution.
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3.2. Principle

Let� be the pattern to classify and�	�
 � ���� � � � � �	�
the set of the
 spatial neighbors of� . We note� and
�
��� � ����

� � � � ����
� the bba respectively associa-

ted with� and�	�
. We propose to introduce the spatial
information by modifying the bba� through a weighted
Demspter’s combination. Thus, we define the new bba as-
sociated with� by:

�� � �	 �����
	 � � �	 �	���

� (14)

where��, for � � �� � � � � 
, are attenuation factors given by:

�� � �	�	����

 (15)

where�	�
 is a decreasing function depending of the dis-
tance�	����
 between� and its neighbor��. The num-
ber
 of neighbors can be 8 in a 2-dimensional problem or
26 in 3-dimensional ones. However, it depends on the shape
of the function�.
The existence of the attenuation factors is very important:
the more a neighbor is far, the less the information brought
is reliable and the less it should be taken into account. With-
out these factors, the information about� could be noised
by erroneous sources of information.

3.3. Consequences

The combination of the bbas taking into account the dis-
tance allows to increase the belief about� . The decision
about the class of� is then more reliable.
The spatial information allows to reduce the main errors en-
countered in a classification: these are located on the fron-
tiers of the different regions and/or are due to noise. The
use of spatial information reduces such errors and conse-
quently increases the quality of the result. These aspects are
illustrated in section 4.

4. APPLICATION TO MULTI-ECHO MR BRAIN
IMAGES SEGMENTATION

4.1. Problematic

Our problem is to segment into homogeneous regions some
multi-echo MR brain volumes. The volumes we use present
some pathologies such as lesions, tumors or edemas. The
use of several echoes provides a numerous, redundant and
complementary information. Moreover, these information
are uncertain and imprecise. Thus, the evidence theory is
well adapted to such problem.

4.2. Segmentation scheme

We suppose that the number of classes of our classifica-
tion problem is constant, each class being associated to an

Pattern�

�

1. Learning

�

2. Evidential modeling

�

3. Introduction of

spatial information

�

4. Decision

�

class of�

Fig. 1. Segmentation scheme

anatomical region: white matter (WM), gray matter (GM),
cerebrospineal fluid (CF), tumor (T) and edema (E). The
segmentation scheme is divided into four parts as repre-
sented in figure 1.

We suppose that each class can be represented by a gaus-
sian process which is a classical hypothesis [12] with MR
images. The learning thus consists to estimate the gaussian
distribution. Next, each pattern� of the volume is model-
led by a bba issued from the Appriou’s model [6]. The spa-
tial information is introduced using the eq. 14 and 15 with
�	�
 � ����	��
�� and the use of 26 neighbors. Finally,
the decisions are made using the pignistic function.

4.3. Effects of the spatial information

We will observe the effects of the spatial information on two
aspects: firstly, on the segmentation results and secondly, on
the localisation and the number of the rejected patterns.

4.3.1. Segmentation results

The figure 2-a is the final segmentation obtained with the
process described above. We observe that the main anato-
mical structures are well retrieved. The effects of the spatial
information are observed on figures 2-b and 2-c obtained re-
spectively without and with spatial information. With spa-
tial information, we observe that some structures are better
detected as we can notice in particular with the WM. More-
over the regions are smoother as we can see on the outlines
of the edema which are more regular.
The spatial information thus accurate the segmentation re-
sults. The different regions are better detected, smoothed
while keeping the small details.

4.3.2. Rejected patterns

We study here the influence of the neighborhood informa-
tion on the localisation and the number ofambiguous pat-
tern. We callambiguous patterns the patterns classified in
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(a)

(b)

(c)

Fig. 2. Effects of the introduction of spatial information.
From darker to lighter, we retrieve the CF, E, T, WM and
GM.

a rejection class during the decision step. In this example,
the rejected patterns are represented in red on figures 3. The
rejected threshold is set to���.
The figure 3-a is obtained without using spatial information.
The rejected patterns are numerous and located both in the
frontiers between regions and inside the regions themselves.
In this last case, they mainly correspond to noise patterns.
When spatial information are used the number of rejected
pattern noticeably decreases. Most of the noise points are
now classified. Moreover, some ambiguous points are still
located on the frontiers. This behaviour is the expected one:
on the frontiers, the information included by our methods
are antagonistic and a reliable decision is not always possi-
ble.

(a) without spatial information(b) with spatial information

Fig. 3. Segmentation results obtained with a rejection
threshold equal to��� (in red, the rejected voxels).

5. CONCLUSION

We have proposed a method which introduces spatial in-
formation in pattern recognition process of spatial ordered
data by means of the evidence theory. We consider that each
neighbor of a pattern to classify is a source of information

about the class of the pattern. Thus, the information about
a pattern, modelled by belief functions, is completed by the
neighborhood information. These information are included
through a weighted Dempster’s combination rule and pro-
vide a more reliable modelling of the local information and
consequently improves the classification results.
The application of the method for the segmentation of multi-
echo MR brain images shows that the segmentation results
are more accurate. The anatomical regions are better seg-
mented. Some classification ambiguities are resolved con-
tributing to improve the well classification rate.
The proposed method can be used in many applications in-
volving uncertain, imprecise and spatially ordered data. Mo-
reover, the use of spatial information can be adjusted to dif-
ferent contexts by modifying the distance function and the
number of neighbors used.
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