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ABSTRACT

Turbo Trellis-Coded Modulation (TTCM) is a very promis-
ing approach for future communication systems. It com-
bines the advantages of channel coding with multilevel sig-
nals and the powerful Turbo-Codes concept.

In this paper we consider VLSI implementation aspects
of TTCM. We show that techniques, known from binary
Turbo-Decoders, can be applied to TTCM to reduce the im-
plementation complexity significantly. In detail we explore
iteration control, quantization, scaling, and the MAP archi-
tecture using a bit-true model of an 8-state TTCM decoder.

1. INTRODUCTION

Future communication systems demand bandwidth effi-
ciency and good coding gain. There are several approaches
for bandwidth efficient Turbo-Codes which fulfills these
demands: Pragmatic TCM [3] and Turbo Trellis-Coded
Modulation (TTCM) [7] are promising approaches. From
an implementation point of view the pragmatic TCM is a
straight forward extension to the binary Turbo-Codes (TC)
[1]. However TTCM implementation is not so evident and
requires a thorough exploration with respect to its imple-
mentation complexity.

The TTCM encoder consists of two recursive system-
atic component codes, parallel concatenated by an inter-
leaver. The iterative decoder consists of two soft in/soft
out (SISO) component decoders and corresponding inter-
leaver, de-interleaver. The SISO decoders, typically based
on the maximum a posteriori (MAP) algorithm, exchange
information while the coding gain improves from iteration
to iteration. The overall structure of a TTCM decoder is
similar to a binary Turbo-Decoder.

Many papers are published on implementation issues of
binary TC e.g. [2][8][9]. The major techniques for an effi-
cient TC implementation are:

algorithm transformation of the MAP algorithm in the
logarithm domain [6]; the use of an extrinsic scaling factor
(ESF) to reduce communication degradation [4]; quantiza-
tion, modulo re-normalization [9] allows the recursion unit
to operate at higher clock frequency; windowing technique
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Fig. 1. Turbo TCM Encoder

reduces the memory requirement and allows to parallelize
the architecture [2]; iteration control [5] [9] increases aver-
age throughput and/or saves power.

These techniques, known from binary Turbo-Codes, are
now explored with respect to its applicability for TTCM.

The remainder of this paper is structured as follows: The
system model for TTCM with algorithm simplifications is
presented in Section 2. An iteration control for TTCM is
introduced in Section 3 . The architecture of the MAP unit
is presented in Section 4. In Section 5 simulation results are
presented. Section 6 concludes this paper.

2. SYSTEM

The TTCM encoder depicted in Fig. 1 consists of two re-
cursive component codes. Each component code is a Trellis
Coded Modulation (TCM) encoder of memory size 3. The
encoders are parallel concatenated by a special interleaver,
which permutes under the condition that pairs of bits are
mapped from an even position of the sequence stream to an
even position (odd to odd respectively). The output stream
of every component encoder is punctured.

The decoder has a similar structure to a binary Turbo-
Decoder. The main building blocks are the two MAP de-
coders and the corresponding interleaver and de-interleaver.
The MAP decoder has two inputs: a channel input and an
"a priori” input, which is fed back from the other MAP de-
coder. Only the channel information generated by the upper
TCM encoder (Fig. 1) is passed to MAP 1. The symbols
generated by the lower TCM encoder are set to 0", indi-
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Fig. 2. Turbo TCM Decoder

cated by the switch (vice versa for MAP2). It must be guar-
anteed that every systematic information is used only once
per iteration.

2.1. Algorithm for non-binary MAP

The non-binary MAP algorithm [7] calculates for every time
step k the a posteriori probability (APP) of a possible group
of info bits dx = i (for the system above i € {0,1,2,3}) un-
der the condition of the received block ¥ :

P(dk =ily) = const - ; Z\ﬁ Vio M, M) - a1 (M) - Bu(M).
M

D
Yk is the received signal at time step k € {1,2,...,N}, M
is the state at time k, M’ at time k— 1. yi(-) is the branch
transition probability for dx =i. o is a forward and Bk a
backward variable which are calculated recursively.
Robertson showed that a transformation to the logarith-
mic domain (Log-MAP) is possible without SNR degrada-
tion [6] by using the Jacobian logarithm

max*(81,82) = max(81,8,) + In(1+ e =%l (2)

Omitting the correction term (In(-)) yields the so called
Max-Log-MAP algorithm.

The congt-factor in (1) can be eliminated by applying
Log-Likelihood Ratios A. The LLRs are always calculated
in relation to the a posteriori value of the first information
group P(dk = 0[y).

Using 1 to 2, we obtain

ANde=iy) =... @)

(m%* In(yo(Yi, M',M)) +In(at-1 (M) + In(Bk(M))]

The information fed to the next MAP decoder is the so
called extrinsic information, and comprises the information
of (3) without the previous a priori information. In corre-

spondence with A(dk = i) = In,f((éj::g)) the extrinsic infor-
mation evaluates to
0 for q(dk = 0|S,S-1) =1
InPr{S|S«-1} = . .
{50 {A(dk i) for q(dk =[S Ser) = 1

(4)

The extrinsic information of the first information group is
zero and is not passed between the two component de-
coders.

3. ITERATION CONTROL

The number of iterations needed for decoding differs from
block to block. Sometimes decoding is not possible at
all, thus the iteration process can be stopped immediately.
For implementation issues unprofitable iteration runs waste
power and time. An effective control mechanism is there-
fore necessary that identifies undecodable blocks or stops
the iteration when the block is error free.

The presented stop criterion is based on the observa-
tion of the extrinsic information (4) passed between the
two MAP decoders. It is sufficient to consider only one
out of three extrinsic information sequences. The decision
is built on the sum of the absolute extrinsic information:
Lj =N |A(dk = 1)j|. We refer to this value as sum re-
liability. The index j € {1,2} labels the output of MAP1
or MAP2 with N being the blocksize and dx = 1 the first
information group at time step k. As long as the sum relia-
bility increases more than a threshold & between two succes-
sive iterations the MAP decoder may be able to decode the
transmitted block correctly. If the gain of £; is smaller than
O it is a wasted effort to continue decoding and the iteration
process can be stopped. This criterion gives no information
whether the block is error free or not. The primer goal of
the £; observation is to detect undecodable blocks.

To determine if a decoded block is error-free a cyclic re-
dundancy check (CRC) [5] is employed. Transmitting the
check sum slightly decreases the rate R, but provides an al-
most perfect criterion to detect error-free blocks.

The combination of the L; observation and the CRC
check is an effective way to detected decodable and unde-
codable blocks [9].

4. MAP ARCHITECTURE

The MAP architecture requires three memory blocks: the
channel values for the received block have to be stored and
also the a priori values passed between the MAP decoders.
The memory size of these values depends on the quantiza-
tion and the block-length and can not be reduced. For the
LLR calculation only the alpha values have to be stored.
The beta values and LLR can be calculated in one step. To
reduce the alpha memory size the well known windowing
technique is used [2]. In the Max-Log-MAP algorithm the
extrinsic information is scaled by a factor before saturation.

4.1. Extrinsic Scaling Factor

Implementation of the Log-MAP algorithm requires the re-
alization of the correction term according to (2), which pro-
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Fig. 3. Architecture of the Recursion Unit

longs the critical path in a Log-MAP implementation [9].
Since the Max-Log-MAP algorithm omits the correction
term, its implementation is faster and smaller but has a
degradation of its communication performance. However
the performance of the TTCM system based on Max-Log-
MAP decoders can be improved by using an extrinsic scal-
ing factor (ESF) [4].

The optimal ESF value (determined by simulation) is
ESF = 0.7. For fixed-point implementation an ESF = 0.75
is used which can be implemented by shift operations and
the communication degradation is negligible.

4.2. Recursion Unit

The recursion unit is the basic building block of a MAP ar-
chitecture (Fig. 3). For medium throughput (up to 5 Mbit/s)
the recursions a and 3 can be folded on the same hardware.
Only four additional multiplexer are needed switching be-
tween forward and backward recursion. The registers for
the a and 3 values are shared - the mapping of these values
are optimized with respect to minimum number of multi-
plexers (Numbers in registers in Fig.3 denote the trellis state
value for forward and backward recursion respectively).
The add compare select (ACS) unit is the critical part for
implementation. Pipelining has no advantage due to the re-
cursive structure. The difference to a binary MAP archi-

tecture is the increased number of max* calculations (4 in-
stead of 2). Omitting the correction term in (2) reduces the
critical path significantly and strengthen the usage of a sim-
ple maximum search in combination with ESF. The a and
3 values can accumulate during recursion without bounds
and therefore require periodic re-normalization to prevent
arithmetic overflow. This can be achieved by a rescaling
approach or by using modulo arithmetics [9]. The rescaling
approach prolongs the critical path, therefore the modulo re-
normalization is applied. The key idea is to accommodate
overflow in such a way that it does not affect the correct-
ness of the results. This allows to operate at a higher clock
frequency and is explained in detail in [9].

The branch metric unit (BMU) calculates y(-) by using
the real (Re) and (Im) part of the channel values and the
three feed back LLR values saved as APRIORI1-3.

5. RESULTS

The channel was modeled to be AWGN with the one-sided
noise power spectral density No. Bit Error Rate (BER) and
block error rate (BLER) simulations are based on blocksize
N = 1024 with the TTCM system of Section 2 (8-state, 8-
PSK).

Fig. 4 shows the performance of the TTCM with Log-
MAP and Max-Log-MAP component decoders in the
floating-point domain and two fixed-point Max-Log-MAP
with ESF = 075 implementations. Plotted is the 0., 1. and
4. iteration. Obviously, in the floating point domain the
Max-Log-MAP has a performance degradation compared
to the Log-MAP which is ~ 0.3dB at BER = 10~* after
the fourth iteration. For the fixed-point implementation the
input data quantization (bitwidth,fractional part) is | : (7,4),
| : (8,5). The extrinsic information is saturated with one
bit more than the bit-width of the input data. For | : (8,5)
the performance degradation is just 0.15dB compared to the
floating-point Log-MAP with perfect SNR knowledge. A
further increment of the granularity | : (9,6) does not im-
prove the decoding performance significantly. A smaller in-
put quantization | : (7,4) will lead to a degradation of the
decoding performance. These results show that the smaller
and faster Max-Log-MAP implementation combined with
ESF becomes very attractive becomes very attractive from
an implementation point of view.

Fig. 5 shows the BLER and the number of iterations for
different stop criteria: a perfect curve (maximum of 8. iter-
ations), a fixed number of 4 iterations, the CRC stopp crite-
rion, and the combination of CRC and the mean reliability
observation. The CRC check has a nearly perfect BLER
performance. A fixed number of 4 iterations has a perfor-
mance degradation of 0.1dB at FER = 10~2. The new stop
criterion has only a degradation of 0.05dB.

The number of iterations needed for different criteria is
depicted in Fig. 5(b). The perfect criterion assumes that
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Fig. 4. Quantization of TTCM with Max-Log-MAP de-
coders with ESF = 0.75

for an undecodable block the iteration process is stopped
after the 0. iteration. For a decodable block the iteration is
stopped with a minimum number of iterations. In the lower
SNR range (< 6dB) the CRC needs the full number of 8
iterations. The sum reliability criterion needs at least one
iteration more than the perfect number of iterations. For
the high SNR range (> 7.5dB) the CRC criterion and the
combined scheme are nearly perfect. A fixed number of 4
iterations needs over the overall SNR range more iterations
and has a worth BLER than the new stop criteria.

6. CONCLUSIONS

We have demonstrated that techniques known form the bi-
nary Turbo-decoder can be applied to TTCM to reduce the
implementation complexity significantly. The MAP archi-
tecture is discussed with special emphasis on the recursion
unit. It is possible to process the forward and backward re-
cursion on the same hardware with negligible overhead. For
fixed-point implementation the Max-Log-MAP algorithm
in combination with ESF = 0.75 is proposed. Simulation
results show that this system with an input quantization of
8 bits and 9 bits for the LLR values is a reasonable com-
promise between implementation complexity and degrada-
tion of decoding performance. The performance degrada-
tion is only about 0.15 dB for AWGN channels, compared
to a floating-point Log-MAP implementation. An iteration
control is presented that detects decodable and undecodable
blocks. The iteration control is a combination of CRC and
the observation of the mean reliability in particular defined
for TTCM. The new method is superior to a fixed number
of 4. iterations over the overall SNR range.
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Fig. 5. (a) Block-Error-Rate for different stop criteria. (b)
Number of iterations for different stop criteria.
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