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1. ABSTRACT

A runtimereconfigurable architecture for high speed Viterbi
and Turbo decoding is designed and implemented on an
FPGA. The architecture can be reconfigured to decode a
range of convolutionally coded data with constraint lengths
varying from 3t0 9, rates 1/2 and 1/3, and various generator
polynomials. It can also be reconfigured to decode Turbo
coded data with constraint length 4 and rate 1/3. Reconfig-
uration of the architecture requires a single clock cycle and
does not require FPGA reprogramming. The proposed ar-
chitecture can deliver datarates up to 60.5 Mbpsfor Viterbi
decoding and 3.54 Mbpsfor Turbo decoding, making it suit-
able for a range of wireless communication standards like
|EEE 802.113, 3GPP, GSM, GPRS, and many others.

2. INTRODUCTION

There has been a growing need for devices that have the
flexibility to support multiple communication standards. A
reconfigurable architecture, which has the flexibility to op-
erate in multiple standards has obvious advantage over con-
ventional devices in terms of smaller area and seamless
switching across standards. This has motivated the design
of a high speed reconfigurable channel decoding architec-
turewith Viterbi and Turbo decoding capability as proposed
inthis paper. Previouswork on unified Viterbi/Turbo decod-
ing [1] was limited to 3G codes and datarates (2 Mbps). A
flexible Viterbi decoder [2] with data rate up to 2.5 Mbps
was also proposed recently.

3. DECODER ARCHITECTURE

Asthe proposed architectureis highly flexible and caters to
high data rate systems, numerous critical issues were ad-
dressed in order to redlizeit. First and foremost was the is-
sue of support for Viterbi aswell as Turbo decoding. SOVA
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and log-MAP are two competing algorithms for Turbo de-
coding. While the SOVA agorithm offers a small degra-
dation in performance compared to log-MAP [3], the dis-
advantage is more than offset by the fact that the computa-
tional complexity of SOVA is nearly half that of log-MAP,
anditisalso very similar to Viterbi decoding, hence making
SOVA the ideal candidate for our reconfigurable architec-
ture.

Another important issue was the reconfiguration between
different constraint lengths(K) and rates(R), on top of the
two different decoding technigues. We know that for a con-
straint length K convolutional code there are 2%~ states
and 25X -2 putterflies. Each AC'S unit in the proposed ar-
chitecture handlesthe AC'S computation for asingle butter-
fly (Figure 1), and hence 2 =2 AC'S units are required for
fully parallel high-speed operation. The highest constraint
length handled by the circuit is 9 and hence 128 (2(9~2)
AC'S units are required (Figure 2). The lower constraint
length decoding operations use parts of the complete cir-
cuit. However, the routing of path metrics between AC'S
units becomes an important issue, as it is different for dif-
ferent constraint lengths. Configurable Data Routers were
designed in order to provide this flexibility. Also important
for this flexibility are the Branch Metric units and Survivor
Management units.

The third important issue was to limit power consump-
tion. Architectural power control schemes were designed
so as to power down parts of the circuit that may not be re-
quired for a particular decoding type. Figure 3 shows the
complete architecture with the reconfigurable/flexible units
shaded, each of which we shall now discuss. A detailed
study of the architecture can be found in the work by Vaya

[4].

3.1. Branch Metric Unit (BMU)

In order to provide enhanced flexibility for al differ-
ent decoding configurations, the BMU has been divided
into three major units: Branch Metric Computation Unit
(BM compute), Codeword Look-Up Table (Codeword
LUT), and Branch Metric Multiplexers (BMmux).
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BMcompute : As shown in Figure 2, the BM compute unit
computes all the possible branch metrics for a given de-
coder type with inputs being: the received data, decoder
type(Turbo/Viterbi), and the rate. It may be noted here that
the number of possible branch metricsisequal to 2", where
k/n is the rate of the constituent encoder. Each AC'S unit
needs a specific pair of branch metrics and these are pro-
vided to it using the Codeword LUT and BM muxz multi-
plexer.

Codeword LUT and BMmux: The Codeword LUT uses the
congtraint length, rate, decoder type, and the index of the
ACS unit to provide the relevant BM mux with a code-
word, as shown in Figure 2. This codeword is used as a
control signal by the BMmuz to select the correct branch
metric. Also, new codewords can be programmed into the
Codeword LUT, hence providing support for any gener-
ator polynomial for constraint length 3-9 Viterbi decoding
and constraint length 4 Turbo decoding.

3.2. Add Compare Select Unit

The AC'S unit takes in as inputs: the concerned path met-
rics, the concerned branch metrics, and outputs the survivor
path metrics for Viterbi and Turbo decoding, and the de-
cision bits for Viterbi and Turbo decoding. For the case
of SOVA based Turbo decoding, the difference between the
path metrics[3] isalso computed. It may be noted here that,
since K = 4 for constituent Turbo encoders, four AC'S
Units, specifically with indices from 0 to 3 have been pro-
grammed to do the AC'S computationsfor both Viterbi and
Turbo decoding, whiletheremaining AC'S units(4-127) are
only activated when computing path metrics and decisions
for Viterbi decoding.

3.3. Configurable Data Router

Because we have designed a completely parallel high speed
architecture, the intermediate path metrics are not stored,
but are routed back to the relevant AC'S units for use in
the next clock cycle. However, thisis a complex problem
since the routing of the path metrics varies with the con-
straint length in question. Configurable Data Routers (Fig-
ure 2)were designed [4] to solve this problem. Configurable
Data Routers consist of banks of multiplexers, each multi-
plexer receiving inputs from the outputs of different AC'S
units, and feeding a particular AC'S unit, as shown in Fig-
ure 1. The Multiplexers have inbuilt logic to route the path
metrics according to the constraint length, decoding type,
and the index of the Multiplexer. While 2 input multiplex-
ers are sufficient for Viterbi decoding, 4 input multiplexers
are needed for Viterbi/Turbo decoding. Aswe can see, Con-
figurable Data Routers are critical to the reconfigurability of
the architecture, asthey providetheflexibility to migrate be-
tween different constraint lengths and decoding types.
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For writing the decision bits and path metric differences
to memory it is important that the data be written in or-
der. With varying constraint lengths, the order of the data
changes and hence Configurable Data Routers (as shown in
Figures 2, 3) have been employed to route the data accord-
ing to the constraint length.

3.4. Survivor management Unit (SMU)

The flexible traceback units, which form the core of the
SMU , usethedecoder type, constraint length, current state,
and the decision bit stored at a certain state to evaluate the
previous state and the decoded bit. The SAM U aso contains
additional hardwarefor soft decision computation for Turbo
decoding, which is powered down when Viterbi decoding is
in progress.

3.5. Interleaving

Thefocus of thiswork was on the reconfigurability between
different decoding techniques, and sinceinterleavingisonly
used for Turbo decoding, a simple block based interleaver
was implemented. Data is written in a matrix format, and
the transpose of the matrix is output as the interleaved data.

4. ARCHITECTURAL POWER CONTROL

Asexplained earlier, for ahigh speed decoding architecture,
afully parallel architecture hasbeen devel oped. For the case
of constraint length K, 2K-2 BMmuzes and AC'S units
arerequired for afully parallel computation. While4 AC'S
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and BM muz units are used for constraint length 4 decod-
ing, 128 AC'S and BM muz units are used for constraint
length 9 decoding. The power control mechanism [4] shuts
down the clock inputs to the BM muxes and AC'S units
that are not pertinent to the ongoing decoding (Figure 2),
hence saving power. Also, depending upon the decoding
type (Viterbi/Turbo), parts of the SM U that are not being
used are shut down.

5. SYSTEM IMPLEMENTATION AND RESULTS

Decoder Gates |cates(Memory) Max.

Type (Logic) 128 bit frame Freq.
1. Viterbi (7) 62,987 65536 71.3 MHz
2. Viterbi(9) 166,348 262,146 68.4 MHz
3. Turbo 37,812 65536 67.7 MHz
4. Viterbi(3-5) 33,487 16,384 64.6 MHz
5. | Viterbi(3-5)+ Turbo(4) | 42,385 81,812 63.3 MHz
6. Viterbi(3-7) 67,042 65,536 62.8 MHz
7. | Viterbi(3-7)+ Turbo(4) | 76,037 131,072 62.1 MHz
8. Viterbi(3-9) 181,560 262,146 61.9 MHz
9. vnerb\i/g%l)?ﬁr%r'bo( 4| 190288 327,680 60.5 MHz

Table 1. Architectural Tradeoffs (Area/ Frequency)

Decoder Clock Data Power Consumption
Type Freq. Rate (sans Quiescent Power)
Viterbi (K=5) | 60.5MHz |60.5 Mbps 154.67 mwW
Viterbi (K=7) 60.5 MHz 60.5 Mbps 561.64 mW
Viterbi (K=9) | 60.5MHz |60.5 Mbps 159 W
Turbo( K=4) 60.5 MHz 3.54 Mbps 184.88 mw

Table 2. Power Consumption for different configurations of
VITURBO (Quiescent Power = 225 mW)

The proposed architecture was implemented on a Xil-
inx Virtex Il FPGA and VHDL was used to describe the
architecture. Table 1 shows the various tradeoffs involved
in the proposed reconfigurable design. The gate counts for
logic and memory have been separated in order to give an
in-depth analysis of the architecture. Under the column
'Decoder Type', the numbersin brackets represent the con-
straint length of decoder. Comparing the logic gate count
for a standalone constraint length 9 Viterbi decoder (27¢
row), with that for a reconfigurable constraint length 3 to
9 Viterbi decoder (8" row), we see that the gate overhead
for reconfiguration is only 9%. Now comparing the recon-
figurable constraint length 3 to 9 Viterbi decoder with our
VITURBO architecture (constraint length 3 to 9 Viterbi and
Turbo), we see that the gate overhead for Turbo decoding is
only 5%.

Table 2 shows the achievable data rates and the power con-
sumption for different configurationsof VITURBO. For the

case of Viterbi decoding, the throughput is one output per
clock cycle (with some initial latency). As shown in Table
1 the maximum clocking frequency for VITURBO is 60.5
Mhz, and hence data rates upto 60.5 Mbps are possible for
Viterbi decoding. However, Turbo decoding throughput is
lesser as numerousiterations are required for generating re-
liable results. For a clocking frequency of 60.5 Mhz, the
throughput is 3.54 Mbps (for four iterations). From the ta-
ble we can also compare the power consumption for differ-
ent configurations of VITURBO. We see that for the same
throughput, constraint length 5 Viterbi decoding requires
much less power than constraint length 9 Viterbi decod-
ing, as the computational complexity for constraint length
5 decoding is much smaller. It is clear from the data pre-
sented that while reconfigurable architectures provide en-
hanced flexibility at the cost of marginal increasein gatere-
quirements, the power consumption is limited to the active
gatesin the selected configuration.

6. CONCLUSIONS

In this paper, we have reported a single reconfigurable ar-
chitecture for Viterbi and Turbo decoding. This architec-
ture can provide throughputs in the range of 60 Mbps for
constraint length 3-9 Viterbi decoding and 3.54 Mbps for
SOVA based Turbo decoding (4 iterations). It was demon-
strated that with a 5% overheadin area (excluding memory),
aconstraint length 3-9 Viterbi decoder could support Turbo
decoding. Such an architecture will find applications in
devices which will support multiple standards for wireless
communications. Power saving techniques ensure that the
architecture is feasible for receiver structures, where power
isacritical issue.
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