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Abstract—We present an extensive study of the support vector 
machine (SVM) to few examples–based face recognition 
problem. The few examples can’t express many conditions the 
test data combine such as the changes of poses etc., so we use a 
simple method to generalize the examples to others. Then 
principal component analysis (PCA) has been applied to feature 
extraction from all the images, after that we use SVM to train 
and test the data. In the ICT-YCNC face gallery, the proposed 
system obtains competitive results: a correct recognition rate of 
91.59% for all the 350 persons.  

Index Terms--face recognition, support vector machine, 
principal component analysis. 

I. INTRODUCTION 
Face recognition has attracted much research report in 

the past thirty years. Although it has proven to be a difficult 
task even for frontal faces, certain algorithms can perform 
well under constrained conditions but the shortcoming is that 
the constraints always very cruel. Two of the most prominent 
works were [1], which introduced the eigenfaces that is very 
likely to Principal component analysis (PCA), and [2] [3], 
that introduce the Elastic Bunch Graph Matching, have been 
widely used as references. Recently, One of the most widely 
accepted methods of classification is Support Vector 
Machines [4], which have made it possible to obtain high 
accuracies for processing the high dimensional data in the 
pattern recognition problem.  

Face recognition, different from other classical pattern 
recognition problems such as character recognition, there are 
many individuals (classes), and only a few images (samples) 
for a person, and algorithms must recognize faces by 
deducing from the training samples. To generalize new 
samples methods maybe a good thought, [6][7][8][9] talks 
about how to get other modes from the known examples, but 
they all very complexity and cannot easy to be used. 

This paper we first briefly introduce the SVM algorithm 
and to extend SVM to process multi-class problem we have 
used, then describe how to get the training and test data from 
the face database with few examples of one class, at last we 
give the experiment results and summarize the conclusion. 

II. SVM LEARNING AND CLASSIFIER METHOD 
This section introduced the theory behind Support vector 

machines, [5] or [4] provided a detailed discussion. 

A. Support Vector Machines 

Given a labeled set of training samples ( , where 
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w is expressed as the weight vector and  the threshold.  b
The learning problem is hence reformulated as: 
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This is equivalent to maximizing the distance between the 
two classes P  and N . Introducing slack variables 

0,,1 ≥lξξ K  to allow for the possibility of examples 
violating (1), and using the optimization theory, the problem 
(3) can then be changed to the following problem. 
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The decision function (2) can be given by 
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Where is called support vector for whichix Ci << α0 .   
In order to generalize the linear decision function to 

non-linear decision surface, we first mapped the data to some 
higher dimensional feature space denoted by  

)(, xxHR N φ→→   
and introduce kernel function K : )()(),( zxzxK φφ ⋅≡ . 

Training is the same as (4), but  must be changed 

by . The decision function (2) becomes   
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In our system we use the following three kernel functions as 
learning machines: Linear function, Polynomial function, 
Gaussian radial basis function (RBF). ( ) '', xxxxk ⋅= , 

( ) ( )pxxxxk 1'', +⋅= , ( ) ( )22 2/'exp', σxxxxk −−= , 

Here the parameters σ,p are given before training and test. 

B. Multiple Class Support Vector Machine for face images 
Multi-class pattern recognition systems can be obtained by 

combining two-class SVMs. Different possibilities maybe 
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two ways: one is to combine several binary classifiers by one 
against one, or one against the others that compares a given 
class with all the others put together; another is to modify the 
design of the SVM in order to incorporate the multi-class 
learning directly in the quadratic solving algorithm. 

According to a study of the comparison of the above 
methods [10], the accuracies are almost the same. As a 
consequence, we chose “one against the others” method.  

In order to train the data, we labeled the different person in 
the different label such as , and the face data are 
from the eigenface technique that we will narrate in next 
chapter. An m-class SVM algorithm will generate 

different decision surfaces. For this -  (one for 
each algorithm ) we can get the binary SVM classifier 

 and can separate to other classes. Thus we get 

the classifier of multi-class problem , for an input 

sample
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When we test a sample  to decide the class it belong to 
we calculate the valued of ,  is from 1 to , after 

that we can get and the correspondent class label , 
since we can’t get all the first one as the right choice, we also 
get other classes that are the nearest to the value of l  
within the set , otherwise the claim is not the class 
label we want. 
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Sometimes we also use “one against one ” method to 
confirm some results. In “one against one” method, each 
machine is trained as a classifier for one class against another 
class. In order to classify test data, pair-wise competition 
between all the machines is performed, and the final winner 
determines the class of the test data. 

III. Application of SVM to face recognition 

A. Face Database 
We have used the ICT-YCNC face database, which 

contains a set of faces taken between August 1999 and April 
2002 in our Face Recognition Laboratory. There are now 
more than 20,000 different images of 350 distinct subjects. 
For some of the subjects the images were taken at different 
poses. There are variations in facial expression and facial 
details. Figure 1 shows some variation in scale of up to about 
15% thumbnails of part of the images in the gallery. 

 

B. Preprocess the image 
1) Preprocessing 

Certainly at first we must preprocess the raw image to the 
gray level and normalize geometry shape, and remove 
background and hair. The procedure can be expressed as 
figure 2, consisted of auto locating the centers of the eyes, 

 
 

 
translating, scaling, and rotating the faces to place the center 
of the eyes on specific pixels; use facemask to mask the faces 
to remove background and hair; histogram equalizing the 
non-masked facial pixels; and scaling the non-masked facial 
pixels to have zero mean and unit variance, then we get the 
normal face (figure 3(c)). 

Since the eyeballs are the only features that are salient and 
have strong invariant property, the distance between them 
will be used to normalize faces for recognition. Motivated 
from this, with the face detected and the structural 
information extracted, we consider it to be the key to give the 
accurate position of eyeballs on face image. The facemask 
position is also dependent on the position of eyeball location.  

 
2) Automatic location to the center of eyeballs  

At first to a given face area, the image is two-binary, and 
some pair of connected areas are founded. By using the face 
structural knowledge, we can find a particular pair of 
connected area left and right where the two eyes locate.              

In the binary image B and binary edge image E of the area 
L and R, the two eyes area can be described by: 
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Χ is the eight pixels set around the point ( )yx, ,that can be 
moved in the face image field, θ is a threshold to decide 
whether the position is eyeball. 

Then we get the cursory sets of the two eyes. The 
barycenter of the points set is calculated and we get some 
candidates of the irises (the center of the eyes). For each 
candidate, we calculate the following support function in the 
edge image E. 
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A is the annulus area with , and the one, 
which has maximum support function, is chosen as the iris.  

21 RrR ≤≤

)maxarg( pRngpirisleft SP
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After the two irises is located, we need rotated the image in 
order to fit with the facemask. We rotate the image based on 
the barycenter of the face rather than the total image. The 
barycenter of the face is calculated use the position of the two 
irises center position and the face structural knowledge.  

When we finished to find the position of eyeballs, we can 
use facemask (figure 3(b)) to normalize the face image. The 
result is as figure 3(c) shows. 

Since the ICT-YCNC database have simple background, 
the above method can get good result to gain the right label 
of the iris. The rate is about 97%. All the following algorithm 
and process are based on the image after the preprocessing. 

After the process the true face database that we will use 
can be see as figure 4.  

 
C. Generalization of the Face Database 
A few face images can’t show enough information of the 

poses or lighting conditions to a person as figure 5shows. For 
this reason we have to get felicitous multi-face images from 
the normal one in order to express more conditions.  

Among papers directly related to the method, [6][7][8][9] 
addressed the problem of modeling human faces in order to 
generate virtual faces to be used in a face recognition system, 
these methods all must find the similar reference model and 
need cost too much time to change the model. We use the 
method only from the normal image, and very simple to get 
the images under different poses of a person.  

In chapter 3 we have talked about how to get the normal 
face image by the position of eyes. We emphasize here that 
the following images are based on the normal face like figure 
3(c). In order to get the different images, we first estimate the 
rectangle that left iris is in the center as figure 6. From adjust 
the center position of the left iris to P0, P1, ···, P7, and keep 
the right iris fixedly. By the facemask (see figure 3(b)) we get 
eight different face images as the different poses from the 
normal face. Figure 7 shows the result of some examples. 

D. Face Representations  
It is natural to pursue dimensionality reduction schemes 

because great amounts of storage are difficult to process for 
its large dimension, for instance of the images we used which 

width and height all are 64,thus if we have not process the 
image we must process 4,096 dimension data. In our system 
we use the standard principal components analysis (PCA) 
technique also called eigenface method [1,11,12][13] to 
reduce the dimensions face vectors. Figure 8 shows the first 
60 principal components that reconstructed from the 120 
eigenfaces in our system. 

 

 
 

 

 
 

IV. EXPERIMENTS 
In order to establish the performance of SVM, in 

comparison with other schemes, we carried out experiments 
on two independent face databases, the ICT-YCNC Face 
Database and the famous Yale Face Database. The Yale Face 
Database contains 165 images (11 per individual), with 
changes in facial expression, occlusion, and illumination 
conditions. From the ICT-YCNC Face Database we used 
4795 face images with total 350 people. All the images were 
firstly processed according to what we have referred at first. 
From the comparison between Table 1 and Table 2, we can 
see that if we generalize the images in the face database as 
new training database, we can get notable rise of the 
recognition rates to the same database. 

We use only one normal image as training data each one 
class, the other 10 images as the test images for the YALE 
database. Table 3 shows the different results when we use 
and not use the generalized method to the face database, 
which correspond to the labels in table 3 is Recognition Rate 
(2) and (1). The rank sequence we only shows from No. one 
to No. seven since after the seventh the rate all 100%. We use 

II - 383

➡ ➡



 

one to rest Multi-SVM and RBF function as the training and 
test kernel. From table 3 or figure 9,we observe that it if we 
don’t use the generalized method, Multi-SVM does not give 
satisfactory performance (only 80.0% for rank =1, but 90.0% 
rank = 2), which is expected considering we only use a very 
small amount of information from the one face image. In this 
situation the classification is based only on the match of a 
single automatically extracted feature vector in the image to a 
stored one in the gallery. But when we use the generalized 
method, the recognition rates of rank 1 enhance 14%. That 
shows that the one sample image combined much other 
information that can be excavated.  

 

 

V. CONCLUSIONS AND FUTURE WORK 
In this paper we present an extensive study of the support 
vector machine (SVM) to few examples–based face 
recognition problem, use a different method as P. J. Phillips 
has done [14]. Since the images for training can’t express 
many conditions of the test database. We use a simple 
method to generalize the examples to other conditions and 
get notable good results. We can draw such a conclusion that 
we can get better results using SVM if we do more work on 
the generalization of the face database. The future work we 

will do research on other methods of generalization new 
views from a known face database. 
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