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ABSTRACT

We will describe the multi-modal browsing system, devel-
oped by us, that allows to add automatic speech recognition
and text to speech functions to standard Internet browsers.
The system is based on the temporal synchronization of
HTML and VoiceXML documents. It was devel oped start-
ing from areal Web application designed for a medica do-
main (i.e. an electronic patient record adopted in the on-
cology unit of an Italian hospital). We have recently intro-
duced the possibility to define the multi-modal interaction
by means of a single XML document. System evaluation is
going to be carried out on data collected during the usage of
the system in the hospital.

1. INTRODUCTION

The paper describes the evolution of the system reported
in [1] that allows to add automatic voice recognition func-
tionsto standard Internet browsers (e.g. “Internet Explorer”
or “Netscape”). The basic idea, underlying the system de-
sign, consists in the definition and consequent realization of
a software architecture capable of handling multi-modal in-
teractions through the synchroni zation of HTML and Voice-
XML documents. HTML documents define a usual interac-
tion based on standard devices, such as. graphic monitor,
keyboard, mouse and touch screen, while VoiceXML doc-
uments define a corresponding interaction based on voice.
The multi-modal browsing system detects events coming
from varioustypes of input devices, including amicrophone,
and provides output according to predefined spatial and tem-
poral layouts. In general, the spatial layout is specified in
HTML documents, while the temporal layout is specified in
VoiceXML documents. Note that, in this way, the user can
freely interact by using the preferred device (e.g. the mouse,
for selecting an item from ashort list of options, or voicefor
filling the fields of aform) and the system is able to provide
output in a coherent way.

For both testing the system and tuning its parameterswe
have chosen a medicd application scenario, where the goal
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is that of entering data of laboratory test results into a pa-
tient database. To cope with this application, namely a dis-
tributed Electronic Patient Record (EPR), we developed a
system [2] in the past that utilizesa HTML based web inter-
face for accessing the patient database. Hence, to add voice
browsing capabilities to the system, we only need to define
a VoiceXML interface corresponding to the given HTML
one (i.e. we must write a corresponding set of VoiceXML
documents?).

In general, the usage of EPRs implies a large amount
of work by people inside hospitals, for storing clinical data
collected in different formats: text reports, numerical val-
ues, images, etc. Moreover, EPRs allow the user to easily
go across a huge amount of information to find the needed
one. Hence, EPRs are usually organized in sections, in
which information is structured in categoriesthat are homo-
geneous from the medical knowledge perspective. What-
ever the EPR structureis, data entry and retrieval is primar-
ily accomplished by using keyboard and mouse. In several
cases this approach can be very time consuming and error
prone. Adding voice recognition capability might largely
improve the efficiency of EPRs and, for this reason, EPR
applications are particularly suitable for testing our multi-
modal browsing architecture. Finaly, as far as we know,
automatic speech recognition in the medical field has been
mainly related to continuous speech dictation applications
(e.g. dictation of radiological reports); up to now, no voice
technology has been extensively used to devel op interactive
services for accessing data organized in medical records.

The paper is organized as follows: section 2 describes
the application scenario related to the developed oncolog-
ical EPR, section 3 describes the system architecture and
givesthe details of the visual/voice synchronization mecha
nism, section 4 concludes the work.

2. APPLICATION SCENARIO

The EPR system was specifically designed to support pa-
tient management in the oncology unit of the S. ChiaraHos-

IFor the specification of the VoiceXML Markup language see
http://www.voicexml.org
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pital of Trento (Italy). This unit is structured in either an
inpatient ward and in a day hospital ward, during which
chemo-therapy care is delivered to outpatients. The work-
flow of the day hospital patient management consists of four
tasks: patient admittance, patient visit, chemo-therapeutic
drug preparation and drug administering.

1. The patient admittance task is committed to a recep-
tion nurse. If a chemo-therapy session is scheduled
for a certain date, the patient presents herself/himself
at the day hospital reception, handing a list of pre-
scribed laboratory test results to the nurse. The nurse
has to retrieve the patient clinical record (either elec-
tronic medical record or paper medical record) and
insert the test values. The patient’s eligibility for a
chemo-therapy treatment i s determined controlling the
blood test results. The admittancetask is successfully
completed when the nurse commits to an oncologist
the patient visit task.

2. The oncologist visits the patient to asses her/his con-
ditions for either prescribing a new chemo-therapy or
deciding if an ongoing therapy has to be continued,
modified or interrupted. During the visit the oncol-
ogist needs to consult the patient’s data contained in
her/his clinical record. The visit ends when the on-
cologist delivers the list of drugs, for the prescribed
therapy, to the preparation room.

3. The preparation of the patient specific chemo-therapy
drugs is performed by a nurse. This task is com-
pleted when the administering room is provided with
the prepared drugs.

4. Thelast task of the workflow isthe availability of the
prescribed drugs. The administering task is commit-
ted to anurse, who prepares the patient and inocul ates
the drugs. Thistask can lasts several hours.

The usage of voicetechnology could be effective during
the patient admittance task. This consideration is supported
by two main arguments.

1. Theadmittancetask ismainly aheavy dataentry task,
in which there is the necessity to search patients in
the database and to enter many numerical values re-
lated to the patient’s laboratory test results. Auto-
matic speech recognition could speed the data entry
phase reducing the error rate.

2. Since reception nurses have to enter data by reading
from patient’s documents, it would be very useful for
them to keep their hands free.

3. SYSTEM DESCRIPTION

Inthefollowing, the EPR system and the multi-modal brows-
ing system will be described.

3.1. EPR system description

The EPR system is a 3-tier web-based system. This en-
sures system flexibility and scalability. The general archi-
tecture is illustrated in figure 1. The client side is mainly
a web-browser able to manage JavaScript code, dynamic
HTML, Document Object Model (DOM) and eXtensible
Stylesheets Language (XSL) files. XSL stylesheetsdescribe
how to transform XML documents for generating, for in-
stance, HTML web pages®. XSL stylesheets are also used
for defining, in a single XML document, both visual and
voice interactions, aswill be explained below.
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Fig. 1. General architecture of the EPR system.

In our investigation we used Microsoft | nternet Explorer
version 6.0. On the server side, the middle-layer consists of
a web-server (Microsoft Internet Information Server) and
a Microsoft COM+ component, whereas the data layer is
made up by a relational database (Microsoft SQL Server).
The middle-layer performs two tasks:

1. the conversion of tabular data format to XML data
format and vice versa;

2. the creation of dynamic HTML pages, that include
both XML and XSL stylesheets, needed by the client
to display the information with the correct layout.

Whenever the user requires a certain information about a
patient through the web-browser, the web-server first acti-
vates the COM+ component. This component retrieves the
data from the relational database, creates the XML hierar-
chical structure and inserts the data into the XML struc-
ture. The filled XML structure is then embedded into the
dynamic HTML page together with the corresponding X SL
styleshest.

2For  more  details  about  XSL
http://www.w3.org/Style/X SL/

stylesheets see
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On the client side, the XML data are managed by an
ActiveX object (MSXMLDOM), implementing W3C DOM
interfaces. By means of Javascript, we can call its member
functions performing the transformation from XML data
structure to HTML data structure defined in the XSL style-
sheet.

By default, the data are graphically presented. When
the user would like to insert or modify the data, e.g. by
simply clicking a button, a new stylesheet is downloaded
from the web-server. The new stylesheet provides the new
datalayout, showing the dynamic HTML tags that are used
to input data, such as text and radio buttons. The infor-
mation inserted by the user, by means of HTML tags, are
directly bound to the corresponding nodein the XML struc-
ture. Hence, to save the data, it is sufficient sending the
filled XML data structure to the server, where the COM+
component converts them into the more usual tabular data
form and stores them into the relational database. The great
advantage of this solution, with respect to traditional web
based client-server applications, is that data remains on the
client side and only the XSL stylesheets are downloaded
from the server to provide different views of the data them-
selves.

3.2. Multi-modal browsing system description

As seen above, the multi-modal browsing system [1], devel-
oped in ITC-irst, can interpret VoiceXML documents, as a
standard Internet browser does with HTML or XML docu-
ments. A VoiceXML interpreter enables user browsing by
speaking and hearing, but does not support a graphic inter-
face, as HTML does. We propose to synchronize differ-
ent documents through a specific platform instead of adding
new features to existing HTML, XML or VoiceXML doc-
uments. This approach has the advantage of alowing, in a
quite general way, multi-modal browsing of existingHTML
documents by developing corresponding VoiceXML docu-
ments.

Thearchitecture of the multi-modal browsing system we
areproposingisshowninfigure2. A client usesatraditional
Web browser (e.g. Netscape or Internet Explorer) to inter-
pret HTML documents. Theclient should also be ableto ac-
quireand transmit the voice signal to the server (voice chan-
nel). Notethat the speech signal can be acquired/transmitted
either through PSTN (Public Switch Telephone Network) or
through TCP/IP connections; this implies the presence of
telephone or decoding capahilities on the server side. The
server side hosts:

e aWeb server, handling requestsfor HTML documents
and the corresponding VoiceXML counterparts. The
Web server manages all the resources needed for ASR
and TTS functions (grammars, speech files, etc);
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Fig. 2. Architecture of the multi-modal browsing system.

e the Speech Server , which manages both ASR and
TTSresources,

o themulti-modal browser process, which integratesthe
VoiceXML Interpreter.

We point out that both the ASR and the VoiceXML interpre-
ter have been developed in ITC-irst. Thislast oneis compli-
ant with release 1.0 of the VoiceXML specification and was
entirely developed in the Javalanguage 3, 4].

The multi-modal browsing system consists of 3 main
components:

e aVoice Manager that manages the voice channd;

e aVisua Manager that manages a TCP/IP connection
with the Web browser;

e an Interpreter Manager that correspondsto the Voice-
XML Interpreter Context and integrates the Voice-
XML Interpreter.

The two Managers (voice and visual) interact with
the VoiceXML Interpreter through the Interpreter Manager.
Two Gates listen, on two different sockets ports, for user
reguests and create new instances of the appropriate Man-
agers.

Our solution for synchronizing HTML and VoiceXML
documents consists in opening and maintaining a TCP/IP
connection between the Web browser, on the client side, and
the multi-modal browsing system on the server side. This
TCP/IP connection is indicated in figure 2 as the “DATA”
connection. Information is exchanged along this connection
in order to:

e modify incoming HTML pages according to theinput
provided by the user’s utterances;
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e send commands to the multi-modal browsing system
to update the VoiceXML context according to "non
voice” input provided by the user viakeyboard and/or
mouse.

For example, when the user utters one or more values
for filling fields in adisplayed form, the system modifiesthe
loaded Document Object Model (DOM, it allows to access
the structure of HTML documents) pages in order to show
the uttered data. On the other hand, if the user typesin the
value of afield, the Web browser communi cates the event to
the multi-modal browsing system on the server side through
the Visual Manager, which in turn updates the correspond-
ing VoiceXML field item variable. This process requires
the presence of both an appropriate JavaScript file and a
Java applet loaded in a hidden frame. The JavaScript func-
tionsallow both to update DOM objects on demand (e.g. the
value of an input field), and to dispatch the events occurring
when users interact with a Web page (e.g. through a button
press or atext field modification). The Java applet manages
the TCP/IP connection between the client and the server, by
transmitting and receiving commands according to a spe-
cific communications protocol. Thanks to the Live Connect
technology?, the applet and the JavaScript functions can in-
teract with each other.

The user actions with a Web page are notified to the
multi-modal browsing system through JavaScript function
calling. This function uses the applet methods to require
to the server to update a VoiceXML document. The Visual
Manager analyses the request and indicates to the Interpre-
ter Manager to execute the necessary operations. A cor-
rect voice interaction generates a recognition event, which
the VoiceXML Interpreter uses in order to modify the con-
text of the current VoiceXML document. The multi-modal
browsing system, through the Interpreter Manager and the
Visual Manager, uses this event to update the correspond-
ing HTML document through the TCP/IP connection (the
“DATA” connection in figure 2) opened by the applet. Fi-
nally, the applet cals the JavaScript functions that modify
the Web page. Note that, there is a problem on Markup
Language syntax to point out: it is not aways possible to
automatically generate a visual component from the verbal
component (e.g. voice prompts, grammars) and vice versa.

It could be useful to have the possibility to define asin-
gle XML document that comprises all of the information
needed to generate different multi-modal interactions, by
means of several XSL stylesheets. Then, as seen above,
XSL stylesheets can be used for specifying, according to a
given formalism, both visual and voice layouts. In thisway,
HTML and VoiceXML documents can be directly derived
from the given single XML document, as shown in figure
2. This solution has the advantage to separate the layouts

3For more details about Live Connect see
http://wp.netscape.com/eng/mozilla/3.0/handbook/pluging/index.html

(temporal layout defined by VoiceXML documents and bi-
dimensional layout defined by HTML documents) from the
data structure (XML document) and to easily allow theinte-
gration of new interacting modes (e.g. user’s gesture recog-
nition, talking head, etc...) by defining the appropriate X SL
filter.

4. CONCLUSIONSAND FUTURE WORK

We have presented a system architecture that allows to add
ASR and TTS capabilities to a standard Internet browser.
The system has been developed for a data entry application
in amedical domain, however its usageis genera, provided
that an appropriate description of the given application is
developed in both HTML and VoiceXML languages.

The described system is currently used, without ASR
functions, for handling the admittance phase of an oncolog-
ical day hospital ward. During the system usage the overall
time requested for entering laboratory test results by key-
board is stored. Furthermore, for carrying out the data entry
task, the multi-modal browsing system will soon be used
(i.e. data entry will be done by means of either voice or
keyboard) and performance will be evaluated according to:
speech recognition accuracy, time needed for data entering
and some measures for expressing the overall efficiency of
the system.

Finally, we are adapting the whole system architecture
to support interactions with Personal Digital Assistants
(PDAYS). Inthis case the addressed application scenario con-
sists of a computer network (e.g. a LAN) where PDAs are
connected through a wireless transmission protocol. Note
that, also in this case, the ASR and TTS resources are |o-
cated on the server side.
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