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1. ABSTRACT

A new automated method is proposed to detect seizure events
in newborns from Electroencephalogram (EEG) data. The
detection scheme is based on observing the changing be-
havior of the wavelet coefficients (WCs) of the EEG signal
at different scales. An optimal feature subset is obtained
using the mutual information evaluation function (MIEF).
The MIEF algorithm evaluates a set of candidate features
extracted from WCs to select an informative feature subset.
The subset is then fed to an artificial neural network (ANN)
classifier that organizes the EEG signal into seizure or non-
seizure activity. The performance of the proposed features
is compared with that of the features obtained using mutual
information feature selection (MIFS) algorithm. The train-
ing and test sets are obtained from EEG data acquired from
5 neonates with ages ranging from 2 days to 2 weeks.

2. INTRODUCTION

Seizures represent the most distinctive sign of neuralgic dis-
ease in the neonate. The failure to quickly and accurately
diagnose the seizure can lead to brain injury or even death.
Despite their importance as a diagnosis tool, seizures still
elude recognition. This is due to many factors among them
are: their delicate and anarchic characteristics, the overlap
of their characteristics and those of the background (non-
seizure), and their time-varying nature [1]. The widely used
method to identify seizures is based on the visual analysis
of the EEG data. Its recognition is a time-consuming task
which requires highly trained professionals. In order to re-
duce the cost associated with it, automated detection tech-
niques are needed.
The existing non-parametric methods for EEG seizure

detection can be classified into three categories: time-domain
based, frequency-domain based, and time-frequency / time-
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scale based [2, 3, 4, 5]. Since the EEG signals are generally
non-stationary, the time-scale and time-frequency methods
are usually the most suitable for seizure detection [5].

In this paper, we use the MIEF algorithm to find an op-
timal feature set based on the discrete wavelet transform
(DWT) of the EEG data. The performance of the proposed
feature set is evaluated and then compared with that of the
feature set, obtained using the MIFS algorithm [6]. The
discrimination between seizure and non-seizure states are
based on the changing behavior of some statistical quanti-
ties of WCs of the EEG.

3. FEATURE EXTRACTION FROM EEG DATA
USING THE DWT

The concept of time-scale signal analysis using the WT has
been recognized as a potential tool for analyzing non-station
-ary signals, such as EEG [7]. Selecting the mother wavelet
that matches the shape or frequency characteristics of EEG
seizure, is crucial. In this study, we have chosen Daubechies
4-tab wavelet for decomposing the EEG signal, since it gives
sufficient resolution and has been proved to be efficient for
detection of seizure events [8].

The neonatal EEG signals used in this study were recorded
under clinical conditions, by means of MEDELC system, at
the Royal Children Hospital in Brisbane, Australia. An ex-
pert opinion about the presence of seizure activity in differ-
ent channels of each of the five neonates was obtained. The
well-defined seizure components and non-seizure compo-
nents were then extracted and used to create training and
test databases. Each seizure and non-seizure part of the
database was divided into 6 seconds segments. Each seg-
ment contains 1536 data points (f, = 256 Hz). The length
of the segment was determined by considering the two con-
flicting issues of reliability in statistical estimation and the
stationarity of the signal. EEG segments were then decom-
posed using the DWT into 9 scales as illustrated in Table
1. Each scale ¢ contains detail components d;, approximate
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| Wavelet Scale | Freq. Range | No. of Coefficients |

App. Scale 0—0.25Hz

Scale 9 0.25 — 0.50 Hz

Scale 8 0.50 — 1 Hz 6

Scale 7 1—-2Hz 12
Scale 6 2 —4Hz 24
Scale 5 4 —8Hz 48
Scale 4 8 — 16 Hz 96
Scale 3 16 — 32 Hz 192
Scale 2 32 — 64 Hz 384
Scale 1 64 — 128 Hz 768

Table 1. Freq. range corresponding to each wavelet scale, fs =
256.

components a;, detail coefficients cd;, and approximate co-
efficients ca;.

After examining different statistics of the decomposed
EEG segments, the following features were found to be suit-
able for representing the EEG data:

e The variance of the detail coefficients of the scales 1
to 8 Var(ed;), i = 1,2,...,8) and the detail com-
ponents of the scales 1 to 5, and 7 (Var(d;), i =
1,..,5,7)

e The mean of the detail coefficients of the scales 2, 6,
and 7 (Mean(cd;), © = 2,6,7) and the detail com-
ponents of the scales 3 to 9 (Mean(d;), i = 3, ...,9)

e The variance of the approximate coefficients and ap-
proximate component of the scale 9 (Var(cag),
Var(ag))

The above quantities form a vector F' containing N = 26
features.

4. OPTIMAL FEATURE SELECTION METHODS

4.1. THEMIFSMETHOD

Feature selection is a significant step in classification, as
irrelevant and redundant features often degrade the perfor-
mance of classification algorithm both in speed and accu-
racy and also increase complexity of the classifier. There-
fore, it is desirable to use an optimizing method to reduce
the number of selected features, by only keeping the fea-
tures which provide the greatest contribution to classifica-
tion performance.

In a previous publication [6], the authors applied the
MIFS optimization technique proposed by Battiti [9]. In
order to provide an optimal feature set, the MIFS uses the

concept of mutual information (MI) to evaluate the infor-
mation content of each individual feature with regard to the
output class. The MIFS algorithm is formalized as follows:

1. Set F' «+ “initial set of N features”; S «+ {0}.
2. For each feature f € F, compute I(C; f).

3. Find the feature f that maximizes I(C; f);
set F + F\{f};setS + {f}.

4. Repeat until |S| = M (M chosen a priori),

(a) For all couples of variables (f;s) with f € F,
s € S, compute I(f;s).

(b) Choose feature f that maximizes

I(C; ) = B I(f;9)

seS
set FF«+ F \{f};setS « SU{f}.

In the MIFS algorithm, vectors F' and S represent the initial
and selected feature sets with lengths V and M respectively.
Vector C represents the output classes and I(C'; f) is the Ml
between variables C' and f. The parameter § regulates the
relative importance of the MI between a candidate feature
and the already-selected features with respect to the Ml of
output classes. 3 is chosen between 0.5 and 1 [9]. This
algorithm enables us to find the subset S (with M features)
out of a given initial set F' (with IV features) that maximizes
the MI.

42. THEMIEF METHOD

In this paper, we propose to use the MIEF optimization
method to find the optimal feature subset [10] . The MIEF
is a measure of the ability of feature subsets to distinguish
between class labels.

A good evaluation function for a specific set of features
F and class labels C is I(C; F'). However, due to the com-
putational load involved, the MIEF aims to find an evalua-
tion function g(F') whose performance is close to I(C; F')
and yet with a limited computational load. The MIEF is
formalized as follows:

1. For each f; € F, choose the feature that has maxi-
mal I(C; f;); set S < fi; set g(S) = I(C; fi).

2. Foreach feature f; € F, fi; ¢ S compute:
m(fi) = g(k) + A(C; fi)

then choose the feature f; that maximizes m; set S +
SU fi; 9(S) = m(f:)

3. If|S| < |F| gotostep 2.
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In the first step, the function g is initialized to I(C; f;),
which is the maximum MI between a single feature and
the class labels. Step two states that the intermediate func-
tion m of feature f; is a summation of its MI with class
labels multiplied by the factor A, which represents informa-
tion gain, and the latest value of function g. The value of A
ranges between [0, 1], where A = 0 means no information is
gained. A — 1 if f; contributes by an amount equals to its
information about the class labels when considered alone.
After computing m for all non-considered features in the
subset, we pick out the features that gives the maximum
and substitute its m value into g (step 2). This procedure is
repeated until we consider all the features in the subset.

5. CLASSIFIER

Once we have selected the feature vector, an ANN was used
to identify seizures and non-seizures in the EEG data. A
three layer, fully-connected feed-forward network was used.
It employs an adaptive back propagation gradient-decent
learning algorithm.

The features related to seizure and non-seizure were sep-
arated and normalized to [—1,1]. All seizure data were
given a target value of 1 and non-seizure a target value of
—1. The ANN was trained in a supervised mode.

6. EXPERIMENTAL RESULTS

6.1. Usingthe Full Feature Set

All the 26 features explained in section3 have been used
here. Two different parameters have been employed to asses
the performance of the extracted feature set. Seizure detec-
tion rate (SDR) shows the ability of the method to success-
fully classify seizure activities as seizure, while on-seizure
detection rate (NDR) indicates the ability of the method to
successfully classify non-seizure activities as non-seizure.
From NDR, we can obtain the false alarm rate (FAR =
100% - NDR). The test resulted in an average SDR of 97.48%
and FAR of 8.16%. The process is patient and threshold-
independent as the ANN performance was achieved using
an output threshold of 0.

6.2. Using the Optimal Feature Subsets

We used the MIFS and MIEF algorithms to select M fea-
tures (M = 1 : 10) from the initial set F' which contains
N = 26 features. The parameters 5 and A were chosen to
be 0.75 and 0.6 respectively. Tables 2 and 3 contain selected
features using the MIFS and MIEF algorithms.

| No. | Selected features || No. | Selected features |
1 | Var(cds) 2 | S1UMean(dy)
Sa U Mean(dy) 4 | S3U Mean(cds)
Sa U Mean(ds) 6 | S5 UMean(cdy)
Se U Mean(ds) 8 | S7UMean(ds)
Ss UVar(cag) 10 | So U Mean(dg)

O 3| O] W

Table 2. Selected features using the MIFS agorithm.

| No. | Selected features || No. | Selected features |
1 | Var(eds) 2 | S1UMean(dy)
So U Var(cds) 4 | S3U Mean(dg)
S4 U Var(cdr) 6 | SsUVar(cds)
(
(

Se U Var(cag) 8 | Sy UMean(ds)
Ss U Var(ds) 10 | So UVar(cds)

O 3| O W

Table 3. Selected features using the MIEF algorithm.

The selected features, were then fed to the above de-
scribed ANN. The performance of the two selected tech-
niques in terms of SDR and NDR as a function of the num-
bers of selected optimal features is shown in Figs. 1 and
2.

There are some fluctuations in the results due to the lim-
ited amount of the test data and iterations. Nevertheless,
it can be seen that with 10 selected features both methods
have good performance.

The MIFS algorithm has picked out the optimal subset
containing 10 features which resulted in an average SDR of
94% and FAR of 7.12%.

The MIEF algorithm has selected the optimal 10 fea-
tures which presented an average SDR of 96.35% and FAR
of 6.2%. The selected subset using the MIEF algorithm out-
performs that of the MIFS algorithm in terms of SDR. As
shown, SDR is about 93.5% with only 4 features selected
by the MIEF algorithm. The obtained NDR with a subset
of more than 7 features selected by the MIEF is also higher
than that of the MIFS.

Comparing with the results given in section 6.1, it is
clear that the optimal feature subsets have improved the
system performance in terms of FAR. Besides, using the
optimal feature subsets can significantly reduce the system
complexity for implementation purpose.

7. CONCLUSION

This paper proposed the use of the DWT and ANN for neona-
tal EEG seizure detection. The MIFS and MIEF algorithms
were used to perform feature selection for classifier. The op-
timal feature subsets decreased the number of inputs to the
ANN and resulted in an efficient and less complex structure.
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Fig. 1. The average seizure detection rate of two methods as a
function of the optimal selected features.
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Fig. 2. The average non-seizure detection rate of two methods as
afunction of the optimal selected features.

The selected subset using the MIEF algorithm outperformed
that of the MIFS algorithm particularly in terms of SDR.
This is because the MIEF function takes into consideration
how features work together and measures the amount on in-
formation in a feature subset to distinguish between class
labels.
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