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ABSTRACT

This paper presents a novel approach to the design of a robust
speaker recognition system. A noise-free synthesised spectrum
is produced from a noisy spectrum. This synthesised spectrum
is used for feature extraction. From noisy speech, the pitch is ex-
tracted using a robust pitch estimation algorithm. This also helps in
identifying the voiced segments of speech which are the only ones
considered in the synthesis. After estimating pitch, the noisy sig-
nal is sampled in the frequency domain at pitch harmonics. From
the sampled data, a reconstruction procedure is suggested in this
paper in order to generate a noise-free synthesised spectrum which
retains the charecteristics of the speaker but rejects the noisy con-
tributions. We compare results with the original MFCC parameters
and show that on a 100 speaker database, the MFCC parameters
computed on the reconstructed spectrum consistently outperforms
conventional MFCC parameters over a full range of noise levels
under mismatched conditions, while maintaining comparable per-
formance under matched conditions.

1. INTRODUCTION

Spectral domain feature extraction techniques like MFCC and PLP
have proven to be quite robust to noise and are used extensively for
speech and speaker recognition tasks. Although their performance
is very good under clean conditions and acceptable under noisy
matched conditions, it is very poor under mismatched conditions.
One of the reasons for this is that the features are extracted from a
spectrum corrupted by noise. On addition of noise, points of low
SNR (valleys) get filled up in the spectrum, and points of high SNR
(peaks) are less affected. This fact has been used in [1, 2] to extract
features for robust speech recognition. Unlike speech recognition
systems which make use of both voiced and unvoiced portions of
speech, it is sufficient for speaker recognition systems to rely on
voiced portions only [3], since they are robust to additive noise.

The motivation for the current work evolved from the following
emphirical observations:

1. In clean voiced speech, the local maxima occur at pitch har-
monics. Due to their higher magnitude, they are more robust
to additive noise than points in their vicinity.

2. The additive noise affects the spectral valleys due to their low
SNR. This is one of the primary reasons for the failure of the
conventional MFCC features.

3. The width of the lobes around most local maxima in a voiced
clean speech are observed to be more or less a constant.
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Advances in robust pitch extraction algorithms[4, 5, 6] have made
it feasible to accurately extract pitch from noisy speech. Using this
pitch information, it is possible to estimate the positions of the lo-
cal maxima of the clean speech spectrum from the noisy spectrum.
If truncated gaussians are constructed around these positions, they
would reintroduce the valleys that were filled up. This makes
the MFCC parameters extracted from this reconstructed spectrum
more robust. We call these parameters rMFCC.

Section 2 describes the spectrum reconstruction process, first
describing the process of extracting the maxima positions (2.1), the
variance (2.2) and then the reconstruction (2.3). Analysis into the
shape of the magnitude spectrum for varying noise levels is pre-
sented for both the original and reconstructed spectrums. 3.1. Ex-
periments comparing the speaker recognition performance using
MFCC parameters extracted in the conventional method and us-
ing our proposed algorithm in both matched (3.3) and mismatched
(3.4) environments are presented. In section 4, we present our con-
clusions and future directions.

2. SPECTRUM RECONSTRUCTION USING PITCH
MAXIMA

2.1. Maxima extraction

The first step in the maxima extraction process is to accurately de-
termine the pitch. We have used the algorithm proposed in [6] as
our focus was on the recognition experiment. Other pitch extrac-
tion algorithms can be used too. Performance of this algorithm
depends on the accuracy of the pitch extracted.

The analysis for each hamming windowed voiced speech frame,
�����, is as follows. The pitch �� is estimated for the �th frame un-
der consideration. Let����� be the short term Fourier spectrum of
the frame from � to ��

�
. The sampled magnitude spectrum, ��

� ���,
is constructed from �����, where ����� is obtained by computing
the � point FFT of �����. An estimate of continuous spectrum,
������, is obtained by linear interpolation of the adjacent samples

of ��
� ���. An impulse train Æ����� is used to obtain the esti-

mate of the corrosponding clean speech pitch maxima positions,
��, and their corresponding points on the estimated magnitude re-
sponse, �������. To accommodate for the phase variation of these
maxima, the cross correlation, �� �	�, between ������ and Æ�����
is computed for all 	 � 	�, determined by the position of the
known maximum of the spectrum. The cross correlation function
�� �	� is computed as

II - 2010-7803-7663-3/03/$17.00 ©2003 IEEE ICASSP 2003

➠ ➡



�� �	� �

�
��� ��� Æ���� � 	�
� � 	 � 	�

�

���
���

����� � ��� � 	���� �

�
��

��

�

where

	� �

��
��	
��

�
� �

�
	
� ��


�
��	
��

�
� �

�
	
� ��

�

(1)
��	
 is the maximum of �����, and � is the frequency around
������

�
in which the corresponding clean speech pitch maxima

is expected to lie. ������
�

, being the global maxima of ������, is
expected to have highest SNR and correspondingly, it can be relied
upon to be more robust to noise compared to the other points in the
spectrum.

The delay, 	�	
� which results in �� �	� being a maximum is
computed. Since the local maxima of the corresponding clean
speech magnitude spectrum of the current frame occur at pitch in-
tervals, 	�	
� is such that Æ�����	

�	

� � is synchronous with these

maxima positions. The assumption being made here is that, taken
together, the pitch maxima positions are sufficiently robust so that
their exact positions can be correctly estimated.

The pitch maxima, ������, are now given as

�� ���� � �������

�� � ��� � 	
�	

� �� � ��
 ���

2.2. Variance estimation

The variance of the Gaussian pulse, that best fits the frame’s mag-
nitude response,�����, is estimated by using the collective knowl-
edge of lobes around the first �� pitch maxima having max-
imum magnitude. Let ���
��� 
� � ��
 ��� be rearranged
to give ��

 ��� 
 � � ��
 ��� such that ������ � ��������,
� � ��
 �� � 
�.

The segments of the sampled magnitude spectrum, ��
� ���, of

width �� Hz centred around the first �� frequencies of ��

 ���
are considered. Let ��� �� � �� be the �th such segment of the �th
frame. Then

��� �� � �� � ��
� �������

�
� � ��

��

�
� � � ��
 �� � (2)

where ����

�
�
��

�
is a regtangular window of unit height and

width ��, centered around the origin.
The segment values are first normalized to give

����� � �� �
���� � ��	
���� � ��
�

This is done to give equal weightage to all the �� lobes for the
purpose of variance estimation.

����� � �� can now be considered as a pdf. All the segments
��� �� � �� 
 � � ��
 �� � are shifted by � ����� ��	

��� and added to
give

�� ��� �



��

���
���

���


� �� ����� ��	

��� � �
�

where

� ����� ��	
��� �

�
� ����� � ��
�

The variance of the Gaussian pulse, ��� is then calculated as

�
�
� �

�
�� � �� �

�
�� ��� 
�

where �� �
	
��� ��� 
� . All the gaussian pulses around the

extracted maxima positions 2.1 are modeled using this variance.

2.3. Reconstruction

Once the pitch maxima positions and the variance of the Gaus-
sian pulse, ��� are estimated, the sequence of Gaussian pulses can
be reconstructed. This sequence models the current frame’s cor-
rosponding clean magnitude spectrum. Let ���� � �� be the �th
reconstructed pulse in the magnitude response of the �th frame.
Then,

���� � �� � �� � ������ ���

�
�
��

����



� ���

�
� � ��
 ���

If �� ��� be the final reconstructed spectrum, then

�� ��� �

���
���

�� �� � ��

Any spectral domain based feature extraction process could be
applied on this reconstructed spectrum, ������

The spectrum, ������, of a voiced, clean speech segment, is
shown in fig 1. Also shown are the reconstructed spectrum,�� ���,
and the points corresponding to�� ����. In fig 2, the same speech
frame’s magnitude response corrupted by �dB additive Gaussian
noise is shown. Also shown are the reconstructed spectrum, the
original clean spectrum and the pitch points, �� ����.
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Fig. 1. Magnitude spectrum of clean speech and its reconstructed
waveform.Also shown are the pitch peaks which are picked.
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Fig. 2. Magnitude spectrum of a speech waveform, corrupted by a
0dB additive white noise. Also shown are its reconstructed wave-
form and the corresponding clean speech waveform. The pitch
peaks picked is also shown.

3. EXPERIMENTS

3.1. Spectrum Analysis

Two sets of experiments were performed to compare the spec-
trum shapes of the original and reconstructed spectrums in clean
and noisy environments for different noise levels. Let the original
clean spectrum be indicated by ��, the original noisy spectrum by
��, the reconstructed clean spectrum by ��, and the reconstructed
noisy spectrum by ��. All utterances of a single female speaker
from the TIMIT database were concatenated and the magnitude
spectrum of all the voiced frames were used in this experiment.
�� was got by adding white gaussian noise [8] to �� to maintain
the desired SNR level. �� and �� are extracted from �� and ��
respectively using the proposed algorithm in 2.

In the first set of experiments, the euclidian distances,

���
 ��� and 
���
 ��� are evaluated where 
��
 �� is the
euclidian distance between � and �. The scatter plots between

���
 ��� and 
���
 ��� are shown in (a)-(c) of figure 3 for
noise levels of 0dB, 5dB and 10dB. From the plots, it can be
seen that, on an average, 
���
 ��� is around �dB lesser than

���
 ��� for all noise levels.

In the second set of experiments, the cross-correlation coeffi-
cient, �, where

���
 �� �

�
� ������

� �
�
�

��
� �

�
�

is compared for the original waveforms, ����
 ���, and the re-
constructed waveforms, ����
 ���. The scatter plots of these val-
ues for different noise levels are shown in (d)-(f) of figure 3. It is
clearly seen that ����
 ��� is greater than ����
 ��� on an aver-
age. This shows that the shape of the spectrum is better retained
between the reconstructed clean and noisy waveforms compared
to the original clean and noisy waveforms.

3.2. Speaker Recognition Experiments

It can be observed that the proposed technique reconstructs only
the voiced sections of speech. Since we are interested in the ro-
bust performance, relying on voiced sections is justified. The per-
formance of the reconstructed spectrum for the task of speaker
recognition was evaluated under matched and mismatched con-
ditions. The MFCC coefficients were computed from the recon-
structed spectrum (rMFCC) as well as the original spectrum in the
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Fig. 3. (a)-(c) Scatter plots of the euclidian distance between orig-
inal and reconstructed waveforms at 0dB, 5dB and 10dB SNR.
(d)-(f) Scatter plots of � between original and reconstructed wave-
forms at 0dB, 5dB and 10dB SNR.

conventional manner. To make the comparison rigid, one-to-one
correspondance between MFCC and rMFCC features was main-
tained.

The performance was studied on speakers from the TIMIT
database. The files were down sampled to 8kHz from the origi-
nal 16kHz for accommodating real world situations. Considering
the fact that only voiced sections were being used for training and
testing, a 100 speaker subset of the 630 speakers, who had voiced
segments of duration greater than 14.5 seconds were considered.
All the speech files from a speaker were concatenated for this pur-
pose. The first 11 seconds of voiced speech of individual speakers
were used to model the GMMs using the MFCC and rMFCC co-
efficients. The last 3 seconds were used for test.

For the experiments using the reconstructed spectrum, the steps
explained in the section 2 were followed. For pitch maxima ex-
traction, �, from equ 1, was fixed at ���

�
. For variance estimation,

�� , from equ 2, was fixed at �. This was based on some emperical
observations that the lobes around the first � pitch maxima (sorted
in decreasing order of magnitude), appeared to be preserved under
extreme noisy conditions.

The additive noise files were obtained by adding the white gaus-
sian noise [8] to clean speech so as to maintain the segmental SNR
around the desired value. The frame size of each hamming win-
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dowed speech segment was kept at 20ms with 50% overlap across
frames for both the cases. Speech was not preemphasised to keep
the stress on comparison of the feature space. The original and
reconstructed spectrum were passed through �� mel banks in the
frequency range of 100Hz to 3400Hz. The first 17 DCT coef-
ficients were used as features. The GMMs were used to model
these MFCC coefficients using the EM algorithm[7]. In all the
experiments �� Gaussian mixtures were used for modeling.

The identification results on matched conditions were obtained
by modeling the speakers under similar train and test conditions.
The identification results to evaluate the robustness under mis-
matched conditions were obtained by training the speakers with
clean speech and then testing under adverse test conditions. Five
different SNR levels were considered at 0,5,10,15,25 30 dB.

3.3. Matched condition performance

The speaker recognition results for the two methods for the
matched conditions are tabulated in the Table 1. The Top3 score
are also tabulated. It can be seen that the rMFCC features perform
comparable to MFCC features under matched conditions.

MFCC rMFCC
SNR Top1 Top3 Top1 Top3

0 68.09 85.11 72.34 85.11
5 94.00 97.00 89.00 96.00

10 92.00 100.00 94.00 98.00
15 96.00 99.00 92.00 96.00
20 93.00 98.00 91.00 96.00
25 92.00 97.00 94.00 98.00
30 95.00 97.00 95.00 98.00

Table 1. Comparison of speaker recognition performance using
conventional MFCC parameters and robust MFCC parameters un-
der matched conditions

3.4. Mismatched condition performance

This experiment compares the robustness of the two methods. The
table 2 shows a comparison of the speaker recognition scores us-
ing conventional MFCC features and the rMFCC features. The
Top3 scores are also tabulated. It is clear that the rMFCC features
extracted from the reconstructed spectrum are more robust under
mismatched conditions compared to the MFCC features.

MFCC rMFCC
SNR Top1 Top3 Top1 Top3

0 2.13 10.64 5.32 10.64
5 4.00 16.00 12.00 20.00

10 15.00 39.00 24.00 45.00
15 40.00 58.00 57.00 76.00
20 73.00 88.00 82.00 92.00
25 87.00 96.00 91.00 98.00
30 92.00 97.00 91.00 97.00

Table 2. Comparison of speaker recognition performance using
conventional MFCC parameters and robust MFCC parameters un-
der mismatched conditions. Training was done on clean speech
and testing on speech corrupted by additive white noise

4. CONCLUSION

Additive noise has been shown to reduce the identification scores
of the speaker recognition systems drastically under adverse test
conditions. In this context, this paper has examined a robust frame-
work for presenting the spectral information. This is achieved by
presenting the spectral peaks of the voiced regions which are more
robust to additive noise. The spectral peaks are computed as max-
ima at pitch intervals and the spectrum is reconstructed by using a
robust pitch algorithm to locate the position of these maxima. Fur-
ther, the rest of the spectral points are estimated by constructing
Gaussians around these maxima which should serve the purpose
of high reliablility under noisy conditions. The spectrum so com-
puted has shown to perform comparable to MFCC coefficients in
matched conditions. Under test conditions of additive noise, the
reconstruction approach has shown to outperform the conventional
MFCC features. Two major issues make the method more attrac-
tive inspite of reduced train and test data for the reasons of relying
on only voiced regions. They are the tractability of pitch maxima
and a scope for handling the spectral compression. In the present
framework the variance of the spectral features at valleys was han-
dled by forcing a Gaussian pulse around the maxima. The results
indicate that the pitch maxima could provide useful cue for speaker
recognition in robust conditions. It will be interesting to see its
performance with delta coefficients. Tracking of the pitch maxima
across the speech utterance could further help improve robustness
of speaker recognition systems to additive noise.
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