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ABSTRACT 
 
 This paper addresses the problem of real-time speaker change 
detection in broadcast news, in which no prior knowledge on 
speakers is assumed. Our speaker segmentation is a “coarse to 
refine” process, which consists of two stages: pre-segmentation 
and refinement. In the pre-segmentation stage, a new approach 
based on Gaussian Mixture Model - Universal Background 
Model (GMM-UBM) is proposed to categorize feature vectors 
into three sets, i.e. reliable speaker-related set, doubtful 
speaker-related set and unreliable speaker-related set, in order to 
enhance the effect of the reliable speaker-related feature vectors. 
Then potential speaker change boundaries are detected based on 
a novel distance measure. In the refinement stage, incremental 
speaker adaptation (ISA), which is suitable for real-time re-
quirement, is proposed to obtain considerably precise speaker 
models so that the potential speaker change boundaries can be 
confirmed and refined. Experimental results demonstrate our 
approach yields the satisfactory performance.   
 

1. INTRODUCTION 
 
Segmenting and indexing the speech stream based on speaker 
identities are very helpful in many scenarios, such as news 
broadcasting and net-meeting. Furthermore, real-time processing 
is also necessary in some applications with real-time requirement. 
So, in this paper, we propose a real-time speaker segmentation 
system for broadcast news processing. The objective is to detect 
speaker change boundaries in real-time speech stream and to 
segment the stream into homogeneous speaker clips regardless 
of changes of the background environment or channel condi-
tions.  

 In real-time speaker segmentation, there is not any prior 
knowledge on speakers. Thus, no data can be used to train ap-
propriate models for speakers a priori. On the other hand, the 
audio stream may be so long that it would cost too much storage 
if we store all received data. Thus, an efficient, low storage and 
high-accurate speaker segmentation approach is necessary. 
 In our former work [2][5], we have built a speaker seg-
mentation system. It is a “coarse to refine” process, which con-
sists of two stages: pre-segmentation and refinement. The stage 
of pre-segmentation is based on discriminative distance between 
two adjacent sub-segments. But it is unavoidable that there exist 
some non-speech frames, such as background noise or music, in 
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a sub-segment of speech stream. It compromises the accuracy of 
speaker segmentation.  

In order to tell background-related information from 
speaker-related information, Beigi [4] categorized the frames in 
one sub-segment into three distinct classes, i.e. silence-related or 
background-related frames, speech-related frames and speaker- 
related frames, using K-Means algorithm. However, K-Means 
algorithm can hardly tell which class is crucial to represent the 
speaker characteristics. Moreover, the iterative computation in 
K-Means is not avoidable, which may prohibit the applicability 
of this approach from a real-time task. Therefore, a new catego-
rization approach based on universal background model is pro-
posed. It categorizes the feature vectors into three categories: 
reliable speaker-related frames, doubtful speaker-related frames 
and unreliable speaker-related frames. These three categories can 
be properly discriminated based on the confidence of the frame 
to the speaker UBM model. In addition, this approach avoids the 
iterative computation, and it is more suitable for real-time proc-
essing. 

In the refinement stage, pre-segment results are confirmed 
and refined by employing an accurate speaker model, which is 
adapted from new received data step by step.  However, tradi-
tional speaker adaptation requires all the training data by expec-
tation-maximization (EM) algorithm [3] and is not suitable for 
our real-time processing because of its computational complexity 
and storage requirement. Therefore, incremental speaker adapta-
tion (ISA) is proposed to update current speaker model when the 
speaker data increase.  

The rest of paper is organized as follows. The overview of 
our system is described in Section 2. Section 3 discusses our 
approach to feature categorization and pre-segmentation issues. 
Then ISA and refinement stage are described in Section 4. Sec-
tion 5 shows our experimental results. The conclusion is drawn 
in Section 6. 
 

2. SYSTEM DESCRIPTION 
 
The flow chart of the proposed real-time speaker segmentation 
system is illustrated in Figure 1. It mainly consists of two mod-
ules: pre-segmentation and refinement.  

In front-end processing, the input speech stream is first 
segmented into 3s sub-segments with 2.5s overlapping. That is, 
the resolution of the speaker segmentation algorithm is 0.5s, and 
the 3-second sub-segment is used as the basic unit for initializing 
current speaker model and comparing the dissimilarity. The 
sub-segment is further divided into non-overlapping 25ms-long 
frames, where 16-order Mel-scaled Cepstrum Coefficients 
(MFCC) are extracted [2]. 
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  In pre-segmentation module, feature vectors in a 
sub-segment are categorized by UBM first into three categories, 
namely, reliable speaker-related frames, doubtful speaker-related 
frames and unreliable speaker-related frames. Only the reliable 
speaker-related frames are utilized to compute the dissimilarity 
between each two adjacent sub-segments. Then potential speaker 
change boundaries are detected according to this dissimilarity 
sequence. If no potential speaker change is found, current exist-
ing speaker model will be adapted incrementally using the just 
received speech data. 

Once a potential change point is found, the dissimilarity 
between the existing speaker model and current speech 
sub-segment will be estimated to verify whether this potential 
change is a real change boundary in refinement module. If this 
potential speaker change is a false alarm, current existing 
speaker model will be adapted incrementally again using current 
sub-segment data.  Otherwise, a new speaker model will be 
created from UBM to substitute for existing speaker model using 
the current sub-segment. Here, a novel ISA approach is em-
ployed incremental speaker updating.  
 

3. FEATURE CATEGORIZATION AND 
PRE-SEGMENATION 

 
In this section, we propose a new approach to categorize the 
feature vectors based on UBM-GMM. We also present a new 
distance measure for computing dissimilarity between two adja-
cent sub-segments. 
 
3.1. Feature categorization based on UBM-GMM 
 
In order to discriminate the difference between speakers, chan-
nels and environments, Beigi [4] implemented K-Means algo-
rithm to categorize the frames in each sub-segment into three 
clusters. These three clusters represent background-related 
frames, speech-related frames and speaker-related frames. How-
ever, it is not proved that speech can be split into these three 
clusters. Moreover, it is also difficult to know exactly which 
class is corresponding to speaker-related class by this simple 
unsupervised cluster algorithm. If we can know the exact type of 
each cluster, it is possible to grasp the more reliable speaker 
characteristics. Thus, feature categorization based on GMM- 
UBM is proposed to solve these problems.  

In our system, speaker-independent UBM is trained 
off-line by using plenty of speech data in broadcast news 
through EM algorithm. Such UBM model represents the global 
speaker characteristics. For a feature vector in the speech stream, 
we can get its speaker-related confidence according to its likeli-
hood probability to UBM model. 

Denote GMM-UBM as ),,( sssG ∑mω  )10( −≤< Ss , 

where S  is the number of Gaussians in GMM, sω , ms and s∑  

are the weight, mean and diagonal covariance of each Gaussian 
component; and denote the N-dimensional feature vectors of the 
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Figure 1. A brief flow diagram for speaker change detection 
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It can be assumed that the frames whose likelihood prob-
abilities are relatively large have high confidences to represent 
the speaker characteristics, and the frames whose likelihood 
probabilities are relatively small are the relatively unreliable 
speaker-related vectors. Under this assumption, we categorize 
the feature vectors in one sub-segment into three categories, i.e. 
reliable speaker-related frames, doubtful speaker-related frames 
and unreliable speaker-related frames, according to their confi-
dences.  Due to no prior knowledge, we assume that frames in a 
sub-segment are uniformly distributed in our implementation [2]. 

Feature categorization based on UBM is not the same as 
traditional audio classification [6]. The aim of audio classifica-
tion is usually to classify the audio segment into speech, music, 
silence, etc. Generally, it classifies the whole audio clip to the 
dominant audio type, often by a hard decision. Furthermore, in 
audio classification, although some segment is classified as 
speech, it may still contain some speech and noise-like frames 
simultaneously. In contrast, our feature categorization based on 
GMM-UBM here is to give a confidence to each frame and make 
a soft decision.  
 
3.2. Distance Measure 
 
Since we focus on the change of speaker identity in broadcast 
news but do not care about whether the background conditions 
change or not, we only consider the most reliable speaker-related 
frames categorized by feature categorization based on UBM and 
ignore the doubtful and unreliable frames which are more af-
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fected by background or channel conditions. Thus, the dissimi-
larity D between two neighboring sub-segments is defined as the 
distance between their reliable speaker-related sets [2]: 

rsdD = .            (3) 

Here, drs is the distance between two reliable speaker-related 
frame sets. It is defined as [1][5]: 

)])([(
2

1 11 −− −−= lflfrs trd CCCC ,         (4) 

where Cf and Cr represent the covariance of reliable 
speaker-related vectors in former sub-segment and latter 
sub-segment respectively.  Eq. (3) means only the cluster of 
reliable speaker-related frames is considered to adapt the speaker 
model and measure the dissimilarity, and the effect of back-
ground and channel conditions is reduced to highlight the 
speaker characteristics. 
 
3.3 Potential Speaker Change Detection 
 
In speaker pre-segmentation, we compare the dissimilarity be-
tween every two adjacent sub-segments and detect the local 
peaks in the dissimilarity sequence, which are hypothesized to be 
the potential change points, if they satisfy the following condi-
tions, as Fig.2 illustrates: 

i

i
i

left

ThiiD

iiDiiD

DiiD

>+
>++−+

>−+

)1,(

,0)2,1()1,(

,)1,( min, θ
         (5) 

Here, D(i, j) is the distance between i-th sub-segment and j-th 
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leftDmin,  is the left minima around the i-th win-
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where M is the number of previous distances used for predicting 
threshold. 1α  and 2α are amplifiers pre-defined to 1.05 and 

1.2 respectively after optimization in training set.  
 

4. SPEAKER ADAPTATION IN REFINEMENT 
 
Because there are no sufficient data to estimate the speaker 
model accurately from only one short speech sub-segment, such 
an estimated speaker model would be biased. Thus there are still 
some false alarms in the pre-segmentation. To solve this problem, 
we use as many data as possible to update the existing speaker 
model, and then a more accurate refinement method is also pro-
posed to refine the pre-segment results.   

Once the potential speaker change is detected in 
pre-segmentation stage, we will verify whether this potential 
change is a true speaker change or not through comparing the 
likelihood probability of the receiving sub-segment to existing 
speaker model with the dynamic threshold similarly as defined in 
Eq. (6). Therefore, it is important to obtain an accurate speaker 
model through speaker adaptation. 

In order to get as many data as possible for estimating a 
speaker model more accurately, we utilize the results of the po-
tential speaker change detection.  If no potential speaker change  

 
Figure 2. Illustration of finding potential speaker changes, which occur 

at (T+2) and (T+5.5) 
 

boundary is detected, it means the current sub-segment is from 
the same speaker as the previous sub-segment. Thus, the current 
existing speaker model is updated using this available new data. 

Unlike the traditional speaker adaptation, because of the 
real-time constraint, we cannot store all former data that may 
need a large of space.  Moreover, even if we can store all for-
mer data while taking no account of storage requirement, the 
adaptation using all former data will be time-consuming. Thus, 
incremental speaker adaptation (ISA) is proposed to deal with 
this problem. 
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Here we do not adapt the diagonal covariance in order to prohibit 
the components of GMM too sharp.  
 Obviously, adaptation in terms of Eq. (8) and (9) is less 
precise than traditional adaptation based on EM algorithm [3]. 
However, this approach reduces greatly the storage and its per-
formance is comparable to the traditional speaker adaptation, 
which can be seen in our experiments.  
 
 

5. EXPERIMENTAL RESULTS 

In this section, we describe the database used to evaluate the 
proposed speaker segmentation algorithms. Then feature 
categorization based on GMM and K-Means are compared, 
while non-feature categorization is considered as a baseline. We 
also report the results of performance of ISA in speaker identifi-
cation, as well as the pre-segmentation and refinement in our 
system.  
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5.1. Database 
 
The evaluation of the proposed speaker change detection is per-
formed on Hub-4 1997 English Broadcast News Speech Data-
base. The database consists of about 97 hours news broadcasting, 
which are from different radios, such as CNN, ABC, CRI and 
C-SPAN. About 10 hours speech data is selected randomly for 
training speaker independent GMM-UBM, and the remaining 
speech data is for evaluation. In this database, each file is either 
about 30 minutes or 60 minutes, and there are about 30 speakers 
and about 60-80 speaker in these two kinds file, respectively. 
 
5.2 Experimental Results 

 
Twenty broadcasting news files, altogether about 10 hours, are 
randomly selected to train speaker independent GMM-UBM. 
Speech data are extracted according to the corresponding tran-
scription files. Furthermore, the silence segments in speech data 
are discarded using simple energy threshold so that only speech 
data (loud enough) are considered. These data are blocked into 
25ms-frame without overlapping. 16-order MFCC are extracted 
from each frame; and GMM-UBM is trained by the classical EM 
algorithm. 

To investigate the performance of feature categorization 
based on UBM, we compare the false alarm rate (FAR) and 
missed detection rate (MDR) among non-feature categorization 
(no FC), feature categorization based on UBM-GMM (FC based 
on UBM) and K-Means (FC based on K-Means) in 
pre-segmentation respectively. The ROC curves of these three 
approaches are plotted in Figure 3. It shows that feature catego-
rization based on UBM-GMM boosts the performance of 
speaker pre-segmentation considerably. 

In order to evaluate the performance of proposed ISA 
method, fifty speakers who have plenty of speech data in training 
set are selected to form a speaker identification system. Each 
speaker model is trained by 30-second speech data. The remain-
ing data are used as testing set. Figure 4 shows accuracy of 
speaker identification of two aforementioned approaches in dif-
ferent testing length. It illustrates that the performance of our 
ISA approach is just a little less than that of classical EM algo-
rithm (about 3%). The loss is paying for the cost of reduction of 
the storage requirement and real-time processing.  

In pre-segmentation, we can allow more FAR but prohibit 
less MDR, since we could correct many false potential changes 
in the refinement stage. Thus, in the speaker pre-segmentation 
module, FAR=33.8% and MDR=10.83% are obtained, while in 
the refinement stage, FAR=19.23% and MDR=13.65% are 
achieved.  It can be also observed that in the refinement stage, 
we can decrease many false alarms while sacrificing few missing 
detection. 
 

6. CONCLUSION 
 

In this paper, we propose a two-stage approach for a real-time 
speaker segmentation system. A new feature categorization 
method is proposed to efficiently emphasize on the reliable 
speaker-related frames. Incremental speaker adaptation is also 
presented to suit real-time processing requirement. Experimental 
results demonstrate our approach improves the system perform-
ance in comparison with the existing system. Further work will 
be focused on the recognition of unknown speakers. 

 
Figure 3. ROC curves of FC based on UBM, FC based on 

K-Means and no FC 

 
Figure 4. Recognition rates of traditional SA and ISA in different 

testing length 
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