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ABSTRACT

In this paper, a novel transcoding algorithm for the Adap-
tive Multi Rate (AMR) codec and the Enhanced Variable
Rate Codec (EVRC) is proposed. In contrast to the con-
ventional tandem transcoding algorithm, the proposed algo-
rithm transcodes the parameters of one codec to the other
without synthesizing the speech. The proposed algorithm
decodes the parameters of source codec from the input bit-
stream, and based on frame classification and mode deci-
sion, it appropriately transforms the parameters of source
codec to those of the target codec in the parametric domain.
Finally, the transformed parameters are encoded into a bit-
stream that is decodable by the target codec. The parameters
transcoded by the proposed algorithm are line-spectral pair
(LSP), pitch delay, fixed codevector, codebook gains, and
frame energy. Evaluation results show that while reducing
both the computational complexity and delay by 50%, the
proposed algorithm produces speech quality equivalent to
that of produced by the tandem transcoding algorithm. The
general idea is not restricted to the AMR and EVRC but
is applicable to various other code-excited linear prediction
(CELP) based codecs.

1. INTRODUCTION

Today, there exists a wide variety of wire and wireless com-
munication networks in which different speech coding stan-
dards are adopted. The development of an efficient transcod-
ing algorithm for different speech codecs is an important is-
sue for the integration and interoperability of different net-
works. Generally, the simplest way to solve the compatibil-
ity problem between two different speech codecs is by the
tandem transcoding algorithm : generate speech signal us-
ing a decoder of one speech codec and then re-encode the
signal by the other speech codec. But this approach results
in loss in speech quality, increase in complexity and delay as
a result of additional decoding and encoding process that the
signal has to go through in the transcoding process. These
problems can be alleviated by direct parameter transforma-
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tion in which the parameters between the two codecs are
transcoded without generating the speech.

This paper proposes a novel transcoding algorithm for
the Adaptive Multi Rate (AMR) [1] codec and the Enhanced
Variable Rate Codec (EVRC) [2] via direct parameter trans-
formation. The algorithm takes advantage of the fact that
both codecs are based on the code-excited linear prediction
(CELP) [3] paradigm and share similar parameter set- LSP,
pitch delay, fixed codevector, codebook gains and frame en-
ergy. Though there are similarities, the two codec are very
different in many respects. The AMR codec has been cho-
sen by the Third Generation Partnership Project (3GPP) as
the mandatory codec for the third generation (3G) cellular
systems. It supports 8 encoding modes with bit rates be-
tween 4.75 and 12.2 kbit/s. On the other hand, the EVRC
is a speech coding standard for the 2nd generation CDMA
system. It is also a multi-rate codec that supports 3 encod-
ing modes — rate 1/8(0.8 kbit/s), 1/2(4.0 kbit/s) and 1(8.55
kbit/s) — and is based on relaxation CELP (RCELP) [5]
algorithm.

The proposed algorithm decodes the parameters of one
codec from the input bit-stream, and based on frame classi-
fication and mode decision, it appropriately transforms the
parameters of one to those of the other in the parametric
domain. Finally, the transformed parameters are encoded
into a bit-stream that is decodable by the other codec. The
parameters transcoded by the proposed algorithm are line-
spectral pair(LSP), pitch delay, fixed codevector, codebook
gains, and frame energy.

The rest of the paper is organized as follows. In Section
2 of this paper, we describe the proposed transcoding algo-
rithm via direct parameter transformation in detail. Section
3 provides the results of the various performance evaluation
on the proposed algorithm. Finally, Section 4 concludes the
paper.

2. PROPOSED TRANSCODING ALGORITHM

2.1. General Description

The proposed algorithm consists of three modules: 1)the
parameter decode, 2) frame classification and mode deci-
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Fig. 1. Simplified block diagram of the proposed transcod-
ing algorithm († exists only in the transcoding from the
EVRC to AMR)

sion, and 3)parameter transformation and encoding mod-
ules. Figure 1 shows a simplified block diagram of the pro-
posed transcoding algorithm.

In the parameter decode module, the parameters trans-
mitted from the source codec are decoded. The parameters
to be decoded are LSP, pitch delay, fixed codevector, code-
book gains, and frame energy. The information on the en-
coding mode can also be obtained from this module.

In the frame classification module, based on the values
of decoded parameters, the input speech frame is classified
either asframe type 1or frame type 2. Silence or back-
ground noise are classified asframe type 1. Other frames
which contain active speech are classified asframe type 2.
Since the silence or background noise is encoded and trans-
mitted with special low bit rate mode(SID frame in DTX
mode of the AMR and Rate 1/8 mode of the EVRC), the
classification decision can be made based on the mode in-
formation obtained in the parameter decoding module.

Classified input frames are transcoded according to their
type. Since the parameters to be transcoded are different for
each frame type, there are two transcoders for each frame
type. While the transcoder forframe type 1converts only
two parameters—LSP and frame energy, the transcoder for
frame type 2converts the LSP, pitch delay, fixed codevector,
and codebook gains. The processes of the transcoding for
each parameter will be covered in detail in the following
subsections.

2.2. Conversion of LSP

In the proposed algorithm, the LSP parameter is converted
by simple linear interpolation. Although the frame lengths
of both codecs are same (20ms which corresponds to 160
speech samples), the shapes of the analysis window and the
lookahead periods are different. Considering these differ-
ences, the decoded LSP of themth and(m − 1)th frames
of the source codec,Ω(m)

A , Ω(m−1)
A , are linearly combined

to give themth frame LSP of the target codec,Ω(m)
B , by

Ω(m)
B = µΩ(m)

A + (1− µ)Ω(m−1)
A (1)

whereµ is the weighting constant. The value ofµ is
empirically chosen by minimizing the average spectral dis-
tortion measure(ASDM) [6] between the original and the
converted LPC spectra. Based on extensive simulation,µ =
0.84 for the transcoding of AMR to EVRC andµ = 0.96 for
the transcoding of EVRC to AMR were chosen and used in
this paper.

2.3. Conversion of Pitch Delay

The pitch delay can not be directly transformed as in the
case of LSP since it would seriously degrade the speech
quality. Thus additional pitch search is necessary in the
transcoding process. The AMR obtains and transmits the
pitch delay to a fractional resolution every subframe whereas
the EVRC only one integer pitch delay every frame since it
is based on the RCELP algorithm. For speech frames de-
claredtype 2, the absolute error between the pitch delays
of each codec is less than 10 speech samples [7]. Thus the
pitch delay calculated from one codec can be used to restrict
the search range of the other codec.

In the transcoding from AMR to EVRC, first, the aver-
age pitch delayT0 is calculated by taking the mean of four
pitch delays of each subframe. Second,T0 is compared with
the converted pitch delay of the previous frameτ−1. If the
value ofT0 is not in the range of[0.8τ−1, 1.2τ−1], a new
pitch delay for the current frame of the EVRCτ0 is obtained
via full search. IfT0 is in the range,τ0 is searched nearT0 as
follows. The value ofDmax which maximizesR(D) given
below

R(D) =
159−D∑

n=0

ε[n + n0]ε[n + n0 + D]

max{20, T0 − 5} ≤ D ≤ min{120, T0 + 5} (2)

whereε[n] is the excitation signal calculated using the
decoded parameters is obtained forn0 = 80 and160. Fi-
nally, converted pitch delayτ0 is decided between the two
Dmax values using the decision rule used in the EVRC.

In the transcoding from the EVRC to AMR, first, the
decoded pitch delayτ0 of EVRC is compared with the con-
verted pitch delay (AMR) of the previous frameT−1. If τ0

is in the range[0.8T−1, 1.2T−1], τ0 is directly used as an
estimate of the open-loop integer pitch delay for the closed-
loop pitch delay search of the AMR. Otherwise, new pitch
delayT0 is obtained via full search.

2.4. Conversion of Fixed Codevector

Although the structures of the fixed codebooks of the AMR
and EVRC are based on the same algebraic CELP (ACELP)
[4] algorithm, there is little correlation between the fixed
codebook vectors of each. Considering fixed codebook vec-
tors as a kind of time series sequence, it can be empiri-
cally verified that the fixed codebook vectors searched by
each codec are statistically independent of one another [7].
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For this reason, it is impossible to directly convert the fixed
codebook vector from one to the other.

The computational load of fixed codebook search ac-
counts for a large portion(about 50%) of the total compu-
tation load required for tandem transcoding and thus fixed
codebook search must be reduced at all cost. In this paper, a
fast search algorithm is applied to reduce the computational
load without the loss of perceptual speech quality.

In the fast search algorithm, the possible positions of the
non-zero pulses are limited to those positions of large abso-
lute value of the backward filtered target signald = Htxf

where the vectorxf is the target signal for fixed codebook
search andH is the lower triangular Toepliz convolution
matrix. The target signal is chosen as a reference signal
since the positions where this signal has a large absolute
value are where it is more probable that a non-zero pulse
exist than the others.

The number of possible position is determined by the
adaptive codebook gain. By definition, the adaptive code-
book gaingp =< xa · Hv > / < Hv · Hv > indicates
how well the adaptive codebook vector models the excita-
tion signal. The vectorxa is the target signal for the adap-
tive codeboook search andv is the adaptive codebook vec-
tor. The operation< · > stands for the inner product. For
this reason, we use the adaptive codebook gain to control the
number of combination of the pulse positions. Thus when
the adaptive codebook gain is high, we put a high restric-
tion on the number and vice versa when the gain is low. By
applying this fast search algorithm, about 20–35% of the
computational load for the fixed codebook search could be
reduced.

2.5. Conversion of Codebook Gains and Frame Energy

The adaptive codebook gainsgp of AMR and EVRC are
different for the same speech frame. Thusgp of one codec
can not be used for the other. Fortunately,gp is calculated
as a by-product in the pitch-delay transcoding process. The
fixed codebook gaingc can be converted by a simple linear
interpolation as in the conversion of LSP. The convertedgc

was nearly same to that calculated by the target codec.
The frame energy is calculated and transmitted only in

the silence insertion descriptor(SID) frame and used to gen-
erate the comfort noise in the receiver. In the proposed al-
gorithm, the frame energy is directly converted via simple
adjustment of the magnitude.

3. PERFORMANCE EVALUATION

For the evaluation, we made a fixed point implementation
of the proposed transcoding algorithm using the C program-
ming language and 32 Korean sentences spoken by 4 male
and 4 female speakers were used as input speech in all sim-
ulations. All sentences are 4 seconds-long, clean, and sam-
pled at 8 kHz. No transmission error is assumed.

Table 1. Comparison of computational complexity with
WMOPS

AMR → EVRC EVRC → AMR
Algorithm Male Female Male Female

Tandem 13.62 14.29 13.20 13.22
Proposed 7.48 8.22 5.58 6.01

Reduction 45% 42% 58% 55%

3.1. Computational Complexity

We compared the computational complexity of the proposed
algorithm to that of the conventional tandem transcoding al-
gorithm by measuring the weighted million operations per
second (WMOPS). As shown in Table 1, the average com-
putational complexity of the proposed transcoding algorithm
is about 42–58% lower than that of the tandem transcod-
ing algorithm. The reduction of computational complexity
can be attributed to the omission of additional LP analysis
and adopting fast adaptive and fixed codebook search tech-
niques.

3.2. Delay

Total delay of the speech communication system is calcu-
lated by summing the algorithmic, processing, and trans-
mission delays. In this paper, however, we do not con-
sider the transmission delay since it depends on the structure
and status of the network. The total delays of the conven-
tional tandem transcoding algorithm(Dtd

AB , Dtd
BA) and the

proposed transcoding algorithm(Dtl
AB , Dtl

BA) are given by

Dtd
AB = 35 + αA + βA + αB + βB (3)

Dtl
AB = 25 + αA + PAB + βB (4)

Dtd
BA = 35 + αB + βB + αA + βA (5)

Dtl
BA = 30 + αB + PBA + βA (6)

where A is the source codec, B is the target codec, and
AB is the transcoding from A to B, and BA is B to A, re-
spectively. αm and βm (m = A or B) are the process-
ing delays of the encoders and decoders of the both speech
codecs, whilePAB andPBA are the processing delays of
the proposed transcoding algorithm. As shown in the equa-
tions above, the delay of the proposed algorithm is at least
10 ms(AB) or 5 ms(BA) shorter than that of the tandem
transcoding algorithm. The total delay is reduced since the
proposed algorithm does not perform additional LP analy-
sis, thus lookahead period(5 ms in AMR, 10 ms in EVRC)
is no more required. Furthermore, the total delay of the
proposed algorithm is much shorter than that of the tan-
dem transcoding algorithm sincePAB << βA + αB and
PBA << βB + αA. The results in Table 2 verify that the
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Table 2. Comparison of processing delay
Algorithm AMR → EVRC EVRC → AMR

Tandem 1.42 sec 1.37 sec
Proposed 0.82 sec 0.75 sec

Reduction 43% 45%

Table 3. Comparison of PESQ score
AMR → EVRC EVRC → AMR

Algorithm Male Female Male Female
Tandem 3.42 3.10 3.48 3.20
Proposed 3.44 3.09 3.47 3.11

processing delay of the proposed transcoding algorithm is
much shorter than that of the conventional tandem transcod-
ing algorithm. The simulation is performed on the PC plat-
form of Pentium-IV 1.9GHz CPU, 512MB main memory,
and Microsoft Windows XP operating system.

3.3. Objective Speech Quality Evaluation

We chose the perceptual evaluation of speech quality(PESQ)
[8] as an objective speech quality assessment model. It is
known that the absolute error between the PESQ and sub-
jective scores is less than 0.25 MOS for 69.2% of the con-
ditions and less than 0.5 MOS for 91.3% of the conditions.
The average PESQ scores of the conventional tandem and
proposed transcoding algorithms are compared in Table 3.
The PESQ score of the proposed algorithm is nearly equiv-
alent to that of the tandem algorithm. This indicates that
the overall speech quality of the proposed transcoding algo-
rithm is similar to that of the tandem algorithm.

3.4. Subjective Speech Quality Evaluation

We also performed an informal ABX preference listening
test. The speech sentences mentioned above were transcoded
by both the conventional tandem and the proposed transcod-
ing algorithm. The subjects listened to each transcoded
speech signals and determined whether the speech quality
of one of them is better than the other or equivalent. The
results in Table 4 shows that the subjective quality of the
speech transcoded by the proposed algorithm is equivalent
to the quality of the speech transcoded by the tandem algo-
rithm.

4. CONCLUSION

In this paper, we proposed a novel transcoding algorithm
for the AMR and EVRC speech codecs. The proposed al-
gorithm transcodes the speech by direct parameter transfor-
mation. We also evaluated the performance of the proposed
algorithm and compared it with that of the conventional

Table 4. ABX preference test results
AMR → EVRC EVRC → AMR

Preference Male Female Male Female
Tandem 30% 32% 35% 27%
Proposed 40% 33% 32% 30%

No Preference 30% 35% 33% 43%

tandem algorithm. The proposed algorithm transcodes the
speech by converting the parameters commonly used by both
speech codecs in the parametric domain. The proposed al-
gorithm produce equivalent speech quality to that of the tan-
dem algorithm while requiring shorter delay and less com-
putational complexity (50% reduction). The general idea of
the proposed algorithm is not only restricted to the AMR
and EVRC but is applicable to various other CELP based
codecs.
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