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ABSTRACT

In this paper, we present an architecture called the Modular
Neural Predictive Coding Architecture (Modular NPC). The
Modular NPC is used for Discriminative Feature Extrac-
tion (DFE). It provides an architecture based on phonetics
knowledge applied to phoneme recognition. The phonemes
are extracted from the Darpa-Timit speech database. Com-
parisons with coding methods (LPC, MFCC, PLP) are pre-
sented: they put in obviousness an improvement of the recog-
nition rates.

1. INTRODUCTION

In the aim of improving the speech recognition task, sev-
eral ways can be chosen. One of them is to improve the
feature extraction stage. In fact, recent works shown the
importance of this stage [1], [2],[3]. The feature extraction
is commonly made by temporal methods like Linear Predic-
tive Coding (LPC) or cepstral methods like Mel Frequency
Cepstral Coding (MFCC). Human auditory knowledge like
Perceptual Linear Predictive coding (PLP) [4] are also often
used. The problem with these classical methods is the lack
of discrimination. Indeed, there is no explicit mechanism
which discourages the models from resembling each other.

The principal method for introducing discrimination is
called the Discriminative Feature Extraction (DFE) based
on the Minimum Classification Error (MCE) criterion [1].
The key idea of DFE method is that the feature extraction
and the classification stage can be simultaneously trained in
order to improve the pattern recognition system.

There is another strategy for DFE implementation. It
consists in the independent training of both the feature ex-
tractor and the classifier [5] [2]. This method is more adapted
for complex problems. Indeed, during the simultaneously
training of the two stages, the evolution of the feature ex-
tractor parameters is small compared to the classifier pa-

rameters [2]. The feature extractor has to be trained with
a criterion which measures the discrimination power of se-
lected features. For example, the criterion can be the Maxi-
mization of the Mutual Information (MMI) between the the
features and the class labels [3].

In this paper, we present a Modular Neural Predictive
Coding (NPC) model for speech Discriminative Feature Ex-
traction (DFE). First, The DFE-NPC model is introduced.
The section 3 describes the Modular NPC architecture. The
experimental setup are given in the section 4 and the results
on phonemes recognition task are given in the section 5. Fi-
nally, we give conclusions from the proposed work.

2. THE DFE-NEURAL PREDICTIVE CODING

The Neural Predictive Coding (NPC) [6] is an extension of
the Linear Predictive Coding (LPC) to the nonlinear area.
The NPC model is based on a feedforward multi-layer per-
ceptron used as a nonlinear predictor (cf. Fig.1). This strat-
egy is consistent with the fact that speech production is
known to be nonlinear [7].

2.1. The NPC model

Let
�

being the length of the prediction window. The Non
Linear Auto-Regressive (NLAR) model computed by the
NPC model is the follow:��������
	��
��� (1)

Where � is the index of samples and ��� is the prediction
context: �
����� ������������������� � � � ��������!#"%$ .� is a nonlinear function composed by two functions&('

( ) first layer weights) and *,+ ( - output layer weights):� '/. + 	��
���0� *1+32 &(' 	��
��� (2)

With
������ *1+ 	54���� and 4���� &(' 	��
��� .
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The NPC model has the major advantage to allow a
nonlinear modelisation with an arbitrary limited number of
coding coefficients. The key idea of the NPC-2 [6], an ex-
tension of the NPC model, is to allow an arbitrary number
of coding coefficients by creating a second layer for each
phoneme class. The first layer remaining the same for all
the classes. The cost function is defined as:6�7/8�9 ���3�;:=<;: � :?>@	�� < . �3AB� '/. +DC 	�� < . ����� ��E�FHG � > (3)I <

is the class membership of the phoneme J among a set ofK
classes. � '/. +DC is one of the

K
functions corresponding

to the - > output layer weights. The Kronecker symbol
E

as-
sociates the class

I <
to the output layer L . Output layers are

proper to each phoneme, they are the coding coefficients.
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Fig. 1. Architecture of the Neural Predictive Coding model

The learning process needs to be realized in two phases:
the parameters adjustment phase and the coding phase. Dur-
ing the first phase, all the network weights are estimated
from a learning set composed of phonemes belonging to theK

classes. Next, the output layers weights are non longer
used while the hidden layer weights become the encoder
parameters. Then, during the coding phase, the network
works as a two layers perceptron composed of the hidden
layer previously computed and one output cell. The coding
phase consists in the estimation of the output weights which
are the NPC coding coefficients.

2.2. NPC-2 feature extraction principle

The aim of the NPC model is to manage to compute dis-
criminant output layer weights. These weights - > , the cod-
ing vectors, have to carry discriminant phonetic features.
The first layer ) weights are common to all the phonemes.

Considering two phonemes J and M belonging to two dif-
ferent classes

I <
and

ION
, the NPC-2 models associated to

the two phonemes are the following:P � '/. + G � *1+ G 2 &('� '/. + Q � *1+ Q 2 &(' (4)

The NPC-2 models � '/. + G and � '/. +RQ are different whereas&('
is common to the two phonemes J and M . This function

remains common features and the discrimminant features
are carried by the discriminant functions *
+ G and *1+ Q .

After the computation of all the phonemes belonging to
the

K
classes, one could make the same conclusion for the

features extracted from each classes. The coding vectors
associated to each classes carry discriminant features while
the first layer weights carry common features.

2.3. Maximization of the Modelisation Error Ratio

The principal problem with predictive approach is the lack
of discrimination: predictive models are trained indepen-
dently of each other. As a result, there is no explicit discrim-
ination between the models. In order to solve this problem
we developed a measure of discrimination between NPC-
2 models: the Modelisation Error Ratio (MER)[6].

� <N is
the prediction error computed on the phoneme J using the
NPC-2 model *1+ Q associated to the phoneme M :� <N �;: � 	�� < . �SA *1+ Q 2 &(' 	�� < . ����� � (5)

The MER is the inverse ratio of the prediction error of
the phoneme J predicted by the correct NPC-2 model to the
prediction errors of the phoneme J predicted by the others
NPC-2 models: T

� 6�U	 K AWVD� 6�X (6)

With
6�U �ZY;[< \ � Y;[N \ � . N�]\�< � <N and

6 X �ZY;[< \ � � <<
.

The DFE-NPC [6] optimization is based on the maxi-
mization of the MER:6�^0_�` � 7/8�9 � VT

(7)

The modification law of any a or b weights is proportional
to the gradient of

6�^0_�` � 7/8�9
(7):cc a 	 VT �0� K AWV6 U 	 c 6 Xc a A VT c 6�Uc a � (8)

The maximization of the Modelisation Error Ratio al-
lows Discriminative Feature Extraction (DFE), this optimi-
zation is called the DFE-NPC.

3. MODULAR NPC

The DFE can be improved by opting for a ”divide and con-
quer” method: a hard problem is broken up into a set of
easier problems. This principle is not new in speech pro-
cessing. The Hierarchical Mixtures of Experts (HME) [8]
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is one of the examples of the implementation of the prin-
ciple ”divide and conquer”. The HME is a set of ”expert
networks” which are trained on different parts of the input
space. The outputs are combined by a ”gating network”
trained to select the expert which is adapted to the part of
the problem.

Commonly, the feature extraction is carried out in the
same way for all the phonemes in spite of the differences.
Indeed, there is many kinds of differences like the voic-
ing for example. The key idea of the Modular NPC is to
provide an architecture which allows to better process the
phonemes. This is done by grouping the phonemes which
have closed features. Then an expert in the feature extrac-
tion process of each group provides discriminant features.

3.1. Description

The method used for the feature extraction decomposition
used is known as the ”soft split” method [8]. It consists
in dividing the phoneme recognition task into sub-problems
which have common elements. This division is guided by
phonetics knowledge. The phonemes which have common
elements are grouped in the same macro-class. The group
classification is similar to phoneme classification in pho-
netic.

The principle of the Modular NPC architecture is to gui-
de the phoneme by ”gating networks” (based on macro-clas-
sifiers) to the ”expert”, a DFE-NPC encoder expert in the
feature extraction of this phoneme. The Modular NPC ar-
chitecture is organized as a tree (see table 1).

Macro-Classifier Node Classes
Level 1 1 Voiced / Unvoiced
Level 2 1 Vowels / Consonants

2 Plosives / Fricatives
(Unvoiced)

Level 3 1 Vowels-Diphthongs /
Semi-Vowels

2 Nasals-Liquids /
Plosives-Fricatives

(Voiced)
Level 4 1 Vowels/Diphthongs

2 Nasals /Liquids
3 Plosives/Fricatives

(Voiced)
Level 5 1 Front/ Central /Back

Vowels

Table 1. Description of the Modular Architecture

3.2. Macro-classification

Instead of training a DFE-NPC by incorporating class in-
formation, we trained it by incorporating macro-class infor-
mations. Note that the same discriminant algorithm (maxi-
mization of the MER) is used. Considering a macro-clas-
sifier d which the function is to discriminate between e
macro-classes, the cost function is defined as:� �;:?<Z: � :?>@	�� < . �3Agf '/. +�h C 	�� < . ����� ��E i=G � > (9)

e <
is the macro-class membership of the phoneme J . f '/. +DC

is one of the e functions.
Unlike the NPC model, the codes resulting from the pa-

rameters adjustment phase are used for the classification.
The macro-classification is done by a predictive classifica-
tion method:

e < �kj�lnm0o,p qi : � :?>@	�� < . �3Agf '/. + h C 	�� < . ����� � (10)

Once the macro-classification is achieved, the phoneme
is directed towards an ”DFE-NPC expert” which provides a
vector code representing the phoneme.

4. EXPERIMENTAL CONDITIONS

In order to evaluate the DFE power of the Modular NPC,
phoneme recognition experiments are performed on this ar-
chitecture. The different phonemes are extracted belonging
to the Darpa-Timit database. The phonemes are extracted
from all the speakers from the first region (New England)
in order to produce a multi-speaker environment. Depend-
ing on their duration, each phoneme is split into a number
of frames: the length of analysis windows is 256 samples
with an overlapping factor of 128 samples. For each class
the number of frames is set to 300.

We made comparisons between the Modular NPC and
traditional coding methods: LPC, MFCC and PLP coding
methods. The dimension of the coding vectors is set to 12.

The classifier used to estimate the performance of all the
encoders is a multi-layer perceptron (MLP) with 12 inputs
(the coding vectors dimension), 10 neurons and as many
outputs as there are phoneme classes. The learning rule is a
gradient descent using the backpropagation algorithm.

The phoneme recognition process is broken up on sev-
eral stages. First, the phoneme is divided into fixed frames.
Then, the frames are coded with the different encoders. The
classification provides a label. Finally, by the help of the
number of frames, a majority voting method allows to ob-
tain the overall decision (for the whole phoneme).
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5. PHONEME RECOGNITION RESULTS

In this paragraph, we present the results on phoneme recog-
nition. The recognition rates presented are all on a test base
(300 frames for each class) and the classifier is trained in
the same conditions for the different coding methods.

Phoneme recognition rates for test database are summa-
rized in table 2. The results of the DFE-NPC experts are
presented in table 3.

Voiced/Unvoiced 98.74%
Vowels/Consonnants 83.3%
Plosives/Fricatives (Unvoiced) 98.33%
Vowels-Diphthongs/Semi-Vowels 82.3%
Nasals-Liquids/Plosives-Fricatives (Voiced) 93.03%
Vowels/Diphthongs 88.4%
Nasals/ Liquids 96.14%
Plosives/ Fricatives (Voiced) 95.28%
Front/ Central/ Back Vowels 77.3%

Table 2. Recognition rates for the Macro-classification

Front vowels: ih ey eh ae 39.32%
Central vowels: ah er 41.45%
Back vowels: uw uh ow aa 36.08%
Diphthongs: ay aw oy 56.64%
Semi-Vowels: y w 64.65%
Liquids: l r 75.46%
Nasals: m n ng 57.61%
Plosives (Voiced): b d g 72.94%
Plosives (Unvoiced): p t k 88.99%
Fricatives (Voiced): v z jh 70.65%
Fricatives (Unvoiced): f s ch 74.43%

Table 3. Recognition rates for Modular NPC for each base

The overall phoneme recognition is about 61.65% (see
table 4). One have to note that the classifier, based on a
MLP, is a basic classifier which can explain the performances
of the Modular NPC. Indeed, the real objective of this work
is the feature extraction stage and not the classification stage.

LPC MFCC PLP Modular NPC
48.3% 51.25% 52.3% 61.65%

Table 4. Recognition rates for all the phonemes

6. CONCLUSIONS

We have presented an architecture for discriminative fea-
ture extraction: the Modular NPC. This architecture is based

on ”gating networks” and ”expert networks”. The ”gating
networks” allow to redirect the phoneme to an ”expert” in
the feature extraction of this phoneme. The ”gating net-
works” are macro-classifiers based on predictive classifica-
tion and the ”expert” are based on DFE-NPC. The DFE-
NPC provide the discrimination needed for the task by the
maximization of the Modelisation Error Ratio (MER). In
addition, the architecture is organized by phonetics knowl-
edge. Results of the experiments described in this article
have shown that the recognition rates have been clearly im-
proved: approximately 10% than traditional methods used
in a great number of applications. The Modular NPC has
also the advantage to be based on same modules since the
”gating” and the ”expert” networks are based on DFE-NPC.
The principle of discrimination in the different modules is
the same, and it is based on the maximization of the MER.
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