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ABSTRACT

Dysarthriais amotorspeechmpairmentaffectingmillions of peo-
ple. Dysarthric speechcan be far lessintelligible than that of
non-dysarthricspealers, causingsignificantcommunicationdif-
ficulties. The goalof this work is to understandhe effect thatcer
tain modificationshave on the intelligibility of dysarthricspeech.
Thesemodificationsaredesignedo identify aspect®f the speech
signalor signalprocessinghat may be especiallyrelevantto the
effectivenesof a systemthattransformsdysarthricspeechto im-
prove its intelligibility. A result of this study is that dysarthric
speechcan, in the bestcase,be modified only at the short-term
spectralevel to improve intelligibility from 68%to 87%. A base-
line transformationsystemusing standardtechnology however,
doesnot shav improvementin intelligibility. Prosodyalso has
asignificant(p < 0.05) effectonintelligibility .

1. INTRODUCTION

A 1992 suney reportedthat there are at least2.5 million adult
Americanswith significant disability due to chronic neurologic
impairment,ncludingParkinsons, Multiple Sclerosisandstrolke.
A largepercentagef thesepeoplepresentvith Dysarthria, amo-
tor speechimpairmentdue to weaknessr poor coordinationof
themuscleausedin speectproduction.Peoplewith dysarthriacan
communicatevia typing or speech;a personwho relies on aug-
mentatve or alternatve communicationdevicesto communicate
typically typeswordsat a rate 150to 300timesslower thanaver-
age[1]. Thereducedntelligibility of dysarthricspeecttanmale
verbalcommunicatiodaborious time-consumingandfrustrating.
Becauselysarthricspeeclis generallyhardto understandspe-
cialized speechtransformationtechniqueg2] have beendevel-
opedto make it more intelligible, therebyenablingindividuals
with dysarthriato communicatemoreeffectively. However, these
techniquesrenotobviously differentfrom spectrafiltersandam-
plifiers that enhancecertainpartsof the spectrumandarehence
unlikely to be of helpin casesvherephonemeproductionis seri-
ouslyimpaired(e.g.,pronouncingt] as[n]) or wherethe overall
pitch andloudnessatternis disrupted.Our groupis working on
anew typeof intelligibility-enhancingsystemthataddressethese
moreseriousmpairmentsmakinguseof a combinationof speech
recognition,speechtransformation and synthesismethods(Fig-
ure 1). Our baselinespeechransformatiorsystemusesstandard
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techniquedrom voice transformatiorthat mapthe spectralchar

acteristicsof one spealer to be more similar to thoseof another
speakr. (We usetheterm“speechtransformation’herefor refer

ring to a systemthat transformsspeechor the goal of improved

intelligibility, andthe term*“voice transformation’for referringto

asystemthathasthe goalof modifying spealer identity.)

A key featureof the proposedarchitectureis the separation
betweenthe roles of prosodicand spectralinformation. Exist-
ing voicetransformatioriechnologytypically operate®nly onthe
speechspectrumand leaves detailedprosodicfactors(otherthan
globalfundamentafrequeng (Fy) andenepgy values)untouched;
hencejt hasnotbeenclearto whatdegreeresearclefforts should
focuson (a) the Prosody Extractor andthe integrationof this in-
formationinto the Speech Transformer or (b) improvementof the
existing capabilitiesof the Speech Transformer, possiblybasedn
integrationof phonemeandword-level recognitionor morerobust
featurespaces.Previous work [3] hasshavn that at leastthe Fy
componenof prosodycanplay a significantrole in intelligibility
of dysarthricspeechput therehave not beenstudiesthatcompare
all aspect®f prosodysimultaneouslyvith spectracharacteristics.

The goal of this work is to understandhe effect that cer
tain modificationshave on the intelligibility of dysarthricspeech.
Thesemodifications,describedn more detailin Section4, have
beendesignedto identify aspectf the speechsignal or signal
processinghatmaybeespeciallyrelevantto the effectivenesof a
speechransformatiorsystem.Themodificationsaddresgrosody
spectralcontent, regions of the signal containingformants,and
generaleffects of signal processing. The researchdirectionsof
a future speechtransformatiorsystemcanthenbe guidedby the
resultsof this study
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Fig. 1. System architecturefor improving intelligibility of
dysarthricspeech.
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2. SPEECH DATA

The speectdatausedfor trainingandevaluationconsistedf one
dysarthricspeakrandonenon-dysarthri¢“normal”) spealerfrom
theNemoursdatabasef dysarthricspeecti4].

TheNemoursdatabaseontainsanumberof spealkrsreading
sentenceandparagraphsThe sentenceareof theform “The X
is Ying the Z,” wherethe words X, Y, and Z are syntactically
correctbut semanticallwacuous.Onesuchsentencés “The dive
is singingthe phasé. The words have beenchosenaccordingto
criteriaspecifiedin Kentet al. [5] in orderto facilitatean under
standingof what typesof speecharelessintelligible for a given
speakr. Thereare74 sentenceperspeakr; thefirst 37 sentences
containthe samewordsasthe last 37 sentenceshut with the or-
der of thetwo nounsX and Z reversed. For this study we used
only thesentencefrom spealer LL asthe source speaker. A non-
dysarthricspealer, JR, utteredthe samesentenceghis speakrwas
thetarget speaker for our speech-transformatioexperimentsand
thesecondspealer for the“hybrid” stimuli describedn Sectioré.

We have manuallylabeledthe sentencespolen by LL and
JPwith phonemédentity andtime alignmentsin orderto ensure
quality phoneticsggmentation®f eachutterance.

3. SPEECH TRANSFORMATION SYSTEM

3.1. Analysisand Synthesis

Our baselinespeechtransformationsystemworks on the frame
level, without ary knowledgeof context. During transformation,
eachframeis first analyzedo extractits Fy, enegy, andspectral
features.Thesefeaturesarethentransformedusinga modelthat
hasbeentrainedto learnthe relationshipbetweendysarthricand
normal speechand a newv speechsignalis reconstructediuring
synthesisDetailsof the analysisandsynthesistepsfollow, while
transformatioris discussedh Section3.3.

In the analysisstep, we first divide the speech,sampledat
16 kHz, into 30 ms overlappingframes,at a rate of 5 ms. For
eachframe,we calculateenegy and24** orderrealcepstrakoef-
ficientsvia

X(k) = Z_:c[n]e]Nk"

X(k) = log|X(B (k)|

dn] = % X (k)ed Fbn
k=0

wherez[n] representshe windowved speechframe, X [k] its V-
point discreteFourier transform,B the bark-scalewarping func-
tion, andc[n] thediscretereal cepstrum.Fy andvoicing informa-
tion arecalculatedusingWaveSurfer{6].

During synthesisthelow-quefrencie®f theliftered cepstrum
areusedto estimatethe original spectrum

24
X (k) Zc[n]e_j%"k"
n=0

LX)

X(B (k)

Next, we calculatea high-orderLPC filter for every frameby ap-
plying the Levinsonrecursionto the biasedautocorrelationsThe

LPC filters are then excited by a train of impulsesin voicedre-
gions,andwhite noisein unvoicedregions, accordingto the de-
sired Fy andbinary voicing features.Finally, the enepiesof the
resultingframesareadjustedo matchthe specifiedenepies.
Notethatthis methoddoesnot reconstructheoriginal speech
signal perfectly The resynthesizegpeechis differentfrom the
originalin thatits magnitudespectrumhasbeensmoothedandits
phasespectrumhasbeenreplacedby eitherminimum or random
phasgaccordingo the binaryvoicing feature).

3.2. Alignment

For the purposef training the speechransformerand creating
perceptuateststimuli (seeSectionb), it is necessaryo time-align
orthographicallyidenticalsentencesf the dysarthric(source)and
the normal (target) speechat the framelevel. Let S;=:..~ and
T;—1...u representhe phonemesequencef the sourceandthe
target spealers’ rendition of the sametext, respectrely. We let
S be the template phoneme sequence, prescribingthe “correct”
sequencef phonemes.

As expectedwith dysarthricspeech,T’ often hasinsertions,
deletions,or substitutionsvhencomparedo S. In orderto best
matchphonemesS; with T;, we performa dynamictime warp-
ing (DTW) algorithmon phoneme feature vectors associatedvith
the phonemeclasses.We usefour one-dimensionalcontinuous
variablesasfeaturesMoicing, Mannery Place andHeight. A mul-
tidimensionakcalinghasshavn thatthesefeaturesclustersimilar
phonemeglosely

TheDTW paths startingandendingpointsareconstrainedo
be at the lower left and upperright cornersof the DTW matrix,
coincidingwith leadingandtrailing pausesthatis S1 = Sy =
T = Tm = /.pau/. Thelocal constraintsare setto allow rep-
etition and skipping of up to 2 target phonemest a time. Once
the optimalalignmentA is obtainedwe additionallycalculatethe
final distancebetweenalignedphonemesS; andT ;) usingthe
associategpphonemdeaturevectors.

Next, we take a closerlook at the resultsand modify T' ac-
cordingto thefollowing algorithm:

1. If thereis a singletargetphonemeassociatedvith a single
sourcephonemethenit is eitherthe samephonemeor a
substitution dependingvhethertheir phonemedeaturedis-
tanceis zeroor greaterthanzero. No modificationis nec-
essaryin this case.

2. If morethanonesourcephonemes associateavith asingle
targetphonemewe designatehe sourcephonemawith the
lowestdistortionto thetargetasa match,andthe othersas
deletions. For deletions,we retrieve correspondingarget
phonemedrom anywherewithin the databases follows:
First, we look for the phonemen its original left andright
context in ary target sentencen the database.lf noneis
found,wethenlook for left context only, right context only,
andfinally, asalastresort,we retrieve the phonemen ary
context.

3. If thereis a tamgetphonemehatis not associateavith ary
sourcephonemesit is treatedasaninsertionandskipped.

3.3. Training and Transformation

To assemblédraining and evaluationsets,we collect all acoustic
featuresof alignedphonemeslinearly deletingandrepeatingar-
getfeaturesasnecessaryo matchthe numberof sourcefeatures
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per phoneme. Due to the particularstructureof the speechcor-
pus,we usesentenced—-37for training and sentence88-74for
evaluation(seeSection2).

We usea GaussiaMixture Model (GMM) to modelthe prob-
ability distribution of the sourcespectraffeaturese asthe sumof
@ normaldistributions with meanvector y, diagonalcovariance
matrix 32, andprior probability o

Q
p(z) = Z aq N(z; pig, Xq)
g=1

We have trained several GMMs, somein supervisedmode,
andothersin unsupervisednode. In supervisednode,we spec-
ify 17 differentways of partitioningthe setof all phonemesnto
Q differentclassesensuringthe uniqguenessf eachclassandthe
completenessf the partitioningasawhole. For eachclasswe es-
timateu, andX, of onemixture componenby fitting the datato
anormaldistribution andletting oy equalthefrequeng of occur
rence.Thenwe performa least-squarelnear regressiorbetween
« andthecorrespondingalignedtarmgetspectrafeatureg, for each
classandstoretheresultin W, andb, .

In the unsupervisedase,we estimatethe GMM parameters
with 1, 2, 4, 8, and 16 mixture componentwyia the EM algorithm
andperforma probabilisticleast-squaregegressiorto mapz to y
[71.

During transformation the predictedspectralfeaturesy are
calculatedvia a piece-wisdinearprobabilisticfunction

Q
§= th(x) (Wq(z) + bg)

where h representghe posteriorprobabilities. Using a simple
spectraldistortionmeasurebetweeny andy asan evaluationcri-
terion,afour-componenGMM trainedin unsupervisednodeper
formedbest.

4. SPEECH STIMULI FOR EVALUATING
INTELLIGIBILITY

4.1. Stimulus Types

Nine typesof speechare createdfor evaluating various factors
that may affect intelligibility (the term “normal” refersto non-
dysarthricspeech):

Original normalwaveform,

. LPC-synthesizedepresentatioof the normalwaveform,

. Original dysarthricwaveform,

. LPC-synthesizetepresentatioof thedysarthriovaveform,

. “Hybrid” waveform containingthe spectral-emelopechar
acteristicsof the normal waveform and the prosodic(Fb,
enegy, andtiming) characteristicef the dysarthricwave-
form,

F. “Hybrid” waveform containingthe spectral-emelopechar
acteristicof thedysarthriovaveformandtheprosodiachar
acteristicof the normalwaveform,

G. “Hybrid” waveform containingvowels, liquids, andglides

moow>

(VLG) from thenormalwaveformandothernon-approximant

consonantg¢non-VLG) from thedysarthricwaveform,
H. “Hybrid” waveform containingVLG from the dysarthric
waveform and non-VLG from the normal waveform, and

I. Transformedwaveform createdfrom the baselinespeech
transformatiorsystem.

LPC-synthesizetepresentationsf theoriginalwaveformsare
createdor comparisorwith the hybrid andspeectiransformation
waveforms,in orderto be ableto betterseparateeffects caused
by the underlying signal processingrepresentatiorirom effects
causedyy intendedspectralor prosodicmodificationsthatrely on
this signal processing.The LPC order of 24 hasbeenchosenas
a compromisebetweenhaving fewer features(and thus a more
compactrepresentationand betterquality synthesis(from more
detailedspectraimodeling).

Thehybridwaveformscontainingspectral-evelopecharacter
istics from one spealer and prosodiccharacteristic§rom another
speakr arecreatedo evaluatethe effect of spectraland prosodic
aspectof speecton word intelligibility, andto simulatethe best
possibleshort-termspectrakpeechransformatiorsystem.

The hybrid waveformscontainingVLG phonemedrom one
speakr andnon-VLG phonemesrom the otherspealkr are cre-
atedin orderto (1) assestheintelligibility of ahypotheticabpeech
transformationalgorithm that modifiesonly formantsand leaves
non-formantregions of the speechsignaluntouchedand (2) as-
sesstheimpacton intelligibility of spectraldiscontinuitiesat the
boundariebetweernVLG andnon-VLG phonemes.

Thewaveformscontainingthe baselinespeecttransformation
systemarecreatedo evaluatenotonly how well standardechnol-
ogy performson suchatask,but alsoto seehow closelytheresults
from thistechnologymatchthe caseof the spectral-emelopechar
acteristicof thenormalspealkr andprosodiccharacteristicsf the
dysarthricspeakr. Large differencesn theseresultsmight point
to aweaknesén the speechransformatioralgorithmor its imple-
mentation the featurerepresentatiorgr the quality or quantity of
trainingdata.

5. PERCEPTUAL LISTENING TEST

A perceptuatestwasemplo/ed to evaluatethe word-level intel-
ligibility of the original, LPC-synthesizedhybrid, and corverted
speech.This testhasa structuresimilar to that proposedy Kent
et al. [5] andusedby Meréndez-Pidaét al. [4] for measuringhe
intelligibility of speech.

Subjectstook this test using a graphicaluserinterface that
presentedhe stimuli andword choices,andthenrecordedhere-
sponsesThe sentencatructurewasdisplayedon the screenwith
alist of four word optionseachatthelocationof thefirst noun,the
verb, andthe secondhoun. The word optionswerenot displayed
until afterthe stimulushadbeenheard.A subjectthenselectedhe
threewordsthatwereheardfrom thelist of optionsby clicking on
oneword in eachlist. Thereweretwo stimuli at the beginning of
the testthat sened to familiarize the subjectwith the procedure;
responsefrom this familiarizationstagewerenotrecorded.

Thistestwastakenby 18individuals(10malesand8 females),
noneof whomhadknown hearingproblems.Thestimuli consisted
of thefirst 36 sentencem theevaluationset(sentence88through
73) spolenby spealkrsLL and/orJPfrom the Nemoursdatabase,
eachmodifiedin the nine waysspecifiedin Section4. These324
sentence-leel stimuli werepresentedwice in total, resultingin 36
stimuli presentedio eachsubject.Eachsubjectistenedio thesame
(random)sentenceorderingbut a different modification of each
sentenceso that sentenceposition had no effect on the relative
intelligibility resultsof themodifications.Thestimuli wereplayed
to eachsubjectover loudspeakrsin a quietroom.
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Table 1. Resultsof perceptuakxperiment,shaving the type of
stimulus,the percentcorrect(percentintelligible), numberof cor-
rectly identifiedwords,andtotal numberof wordsfor thatstimu-
lus.

The words presentedsthe closed-formalternatvesfor each
wordchoicewerederivedfrom theoriginalwordalternatvesin the
NemourgdatabaseModificationsincluded(a) limiting thenumber
of choicesto four for eachword and (b) creatingan equalnum-
ber of casesn which vowels, liquids, and glideswere variedin
theword alternatves(VLG forms)andin which non-approximant
consonantgnon-VLG forms)werevariedin theword alternatves.
For example,a VLG form containsthe words {bin, Ben, bean,
bar}, andanon-VLG form containghewords{bin, tin, din, pin}.

6. RESULTS

Becausef thedifficulty of separatingoicing (a phonemicyather
thanprosodic,characteristicfrom Fy (a prosodiccharacteristic),
five casesvereremovedevaluation. Thesewerethecasesn which
asubjectsresponseouldbeinfluencedby only a changen voic-
ing andin which therewasa differencein voicing productionbe-
tweenthe sourceandtargetspealer for the sameword.

Resultsof theexperimentareshavn in Tablel. It canbeseen
that LPC re-synthesislegradesintelligibility for spealker JPfrom
99%to 93%, but thatsuchresynthesifiasno effect on theintelli-
gibility of spealer LL (68%). Normalspectrakcharacteristicsvith
dysarthricprosodyresultin intelligibility of 87%,while dysarthric
spectralcharacteristicsvith normal prosodyresultin intelligibil-
ity of 75%. Modifying only VLG regionsof speechdoesnotyield
intelligibility comparabletco modifying all spectralcomponents.
The baselinespeech-transformatiosystemhas intelligibility of
67%, demonstratinghat much more can be donefor improving
the short-termspectralspeectransformatiortechniquegowarda
goalof 87%intelligibility .

Resultof aplanned-comparisoone-tailedt-test[8] areshavn

Type of Percent | Number | Total Comparison Diff. | t-test | pvalue
Speech Corr. Corr. Words (%)
Normal SpeechVaveform 99 203 206 LPCeffect: A+C vs. B+D 25| 1232 | 0.117
Normal Speech, Spectrakffect: Evs. D 17.7 | 5.952 0.000
LPC Synthesized 93 192 206 Prosodiceffect: F vs. D 6.6 | 1.824 | 0.043
DysarthricSpeechWaveform 68 141 206 Disruptioneffect: (G+H)/2vs. E | 12.3 | 3.771 | 0.001
DysarthricSpeech, Baselinetransformationi vs. D | -0.8 | -0.200| 0.422
LPC Synthesized 68 141 206 Table 2. Resultsof planned-comparisonne-tailedsignificance
Hybrid, Normal Spectrum testing,with stimulustypesindicatedby the correspondindetters
andDysarthricProsody 87 179 206 from thelist in Section4.
Hybrid, DysarthricSpectrum
andNormal Prosody 75 155 206 ) o
Hybrid, NormalVLG |n0TabIe2. Both prosodyandspectrale_ffe(_:t_sareS|gn|f|coantatthe
andDysarthricNon-VLG 75 155 206 5% level, but only spectrakeffectsaresignificantatthe 1% level.
(VLG word options) 72 78 108
(non-VLG word options) 79 77 98 7. CONCLUSION
I;r)]/g’r\;g”?])sagztl\s\l_/éG 73 150 206 In conclusion,we have found that it is theoreticallypossibleto
(VLG word options) 69 74 108 improve theword-le/e_l ir_1te||igibi|ity of adysarthricspealer from
(non-VLG word options) 78 76 98 67% to 87% by modifying the short-termspectralcontenton a
= frame-by-framebasis. However, thereis a large discrepang be-
BasellneSpe_ech tweentheintelligibility of the baselinespeechtransformatiorsys-
TransformatiorBystem 67 139 206 tem and what shouldshouldbe possibleby modificationof only

spectralcharacteristics.Finally, it is importantto fully address
bothVLG andnon-VLG classe®f speectsimultaneouslythus,a

speechransformatiorsystemshouldnot addressonly thoseparts
of speecttontainingformants.

Theseresultsoffer no generalityto other spealers or condi-
tions, and in fact we expecttheseresultsto be highly spealer-
dependent.However, the methods usedhere should be applica-
ble to ary dysarthricspealkr, andfurther experimentswith other
speakrsandtransformatiorsystemsareplanned.
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