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ABSTRACT

Dysarthriais amotorspeechimpairmentaffectingmillions of peo-
ple. Dysarthric speechcan be far less intelligible than that of
non-dysarthricspeakers, causingsignificantcommunicationdif-
ficulties.Thegoalof this work is to understandtheeffect thatcer-
tain modificationshave on the intelligibility of dysarthricspeech.
Thesemodificationsaredesignedto identify aspectsof thespeech
signalor signalprocessingthatmay be especiallyrelevant to the
effectivenessof a systemthat transformsdysarthricspeechto im-
prove its intelligibility . A result of this study is that dysarthric
speechcan, in the bestcase,be modified only at the short-term
spectrallevel to improve intelligibility from 68%to 87%.A base-
line transformationsystemusing standardtechnology, however,
doesnot show improvementin intelligibility . Prosodyalso has
a significant(�����
	 ��� ) effect on intelligibility .

1. INTRODUCTION

A 1992 survey reportedthat thereare at least2.5 million adult
Americanswith significant disability due to chronic neurologic
impairment,includingParkinson’s,Multiple Sclerosis,andstroke.
A largepercentageof thesepeoplepresentwith Dysarthria, amo-
tor speechimpairmentdue to weaknessor poor coordinationof
themusclesusedin speechproduction.Peoplewith dysarthriacan
communicatevia typing or speech;a personwho relieson aug-
mentative or alternative communicationdevices to communicate
typically typeswordsat a rate150to 300timesslower thanaver-
age[1]. Thereducedintelligibility of dysarthricspeechcanmake
verbalcommunicationlaborious,time-consuming,andfrustrating.

Becausedysarthricspeechisgenerallyhardto understand,spe-
cialized speechtransformationtechniques[2] have beendevel-
oped to make it more intelligible, therebyenablingindividuals
with dysarthriato communicatemoreeffectively. However, these
techniquesarenotobviouslydifferentfrom spectralfiltersandam-
plifiers that enhancecertainpartsof the spectrum,andarehence
unlikely to beof help in caseswherephonemeproductionis seri-
ously impaired(e.g.,pronouncing[t] as[n]) or wheretheoverall
pitch andloudnesspatternis disrupted.Our groupis working on
anew typeof intelligibility-enhancingsystemthataddressesthese
moreseriousimpairments,makinguseof acombinationof speech
recognition,speechtransformation,andsynthesismethods(Fig-
ure 1). Our baselinespeechtransformationsystemusesstandard
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techniquesfrom voice transformationthat mapthe spectralchar-
acteristicsof onespeaker to be moresimilar to thoseof another
speaker. (We usetheterm“speechtransformation”herefor refer-
ring to a systemthat transformsspeechfor the goal of improved
intelligibility , andtheterm“voicetransformation”for referringto
a systemthathasthegoalof modifyingspeaker identity.)

A key featureof the proposedarchitectureis the separation
betweenthe roles of prosodicand spectralinformation. Exist-
ing voicetransformationtechnologytypically operatesonly onthe
speechspectrumandleavesdetailedprosodicfactors(otherthan
globalfundamentalfrequency ( 
�� ) andenergy values)untouched;
hence,it hasnot beenclearto whatdegreeresearchefforts should
focuson (a) the Prosody Extractor andthe integrationof this in-
formationinto theSpeech Transformer or (b) improvementof the
existingcapabilitiesof theSpeech Transformer, possiblybasedon
integrationof phoneme-andword-level recognitionor morerobust
featurespaces.Previous work [3] hasshown that at leastthe 
��
componentof prosodycanplay a significantrole in intelligibility
of dysarthricspeech,but therehave not beenstudiesthatcompare
all aspectsof prosodysimultaneouslywith spectralcharacteristics.

The goal of this work is to understandthe effect that cer-
tain modificationshave on the intelligibility of dysarthricspeech.
Thesemodifications,describedin moredetail in Section4, have
beendesignedto identify aspectsof the speechsignal or signal
processingthatmaybeespeciallyrelevantto theeffectivenessof a
speechtransformationsystem.Themodificationsaddressprosody,
spectralcontent,regions of the signal containingformants,and
generaleffects of signal processing.The researchdirectionsof
a future speechtransformationsystemcanthenbe guidedby the
resultsof this study.

Fig. 1. System architecturefor improving intelligibility of
dysarthricspeech.
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2. SPEECH DATA

Thespeechdatausedfor trainingandevaluationconsistedof one
dysarthricspeakerandonenon-dysarthric(“normal”) speakerfrom
theNemoursdatabaseof dysarthricspeech[4].

TheNemoursdatabasecontainsanumberof speakersreading
sentencesandparagraphs.Thesentencesareof theform “The �
is � ing the � ,” wherethe words � , � , and � aresyntactically
correctbut semanticallyvacuous.Onesuchsentenceis “The dive
is singingthe phase.” The wordshave beenchosenaccordingto
criteriaspecifiedin Kentet al. [5] in orderto facilitateanunder-
standingof what typesof speecharelessintelligible for a given
speaker. Thereare74 sentencesperspeaker; thefirst 37sentences
containthe samewordsasthe last 37 sentences,but with the or-
der of the two nouns � and � reversed.For this study, we used
only thesentencesfrom speaker LL asthesource speaker. A non-
dysarthricspeaker, JP, utteredthesamesentences;thisspeakerwas
the target speaker for our speech-transformationexperimentsand
thesecondspeaker for the“hybrid” stimuli describedin Section4.

We have manually labeledthe sentencesspoken by LL and
JPwith phonemeidentity andtime alignmentsin orderto ensure
qualityphoneticsegmentationsof eachutterance.

3. SPEECH TRANSFORMATION SYSTEM

3.1. Analysis and Synthesis

Our baselinespeechtransformationsystemworks on the frame
level, without any knowledgeof context. During transformation,
eachframeis first analyzedto extract its 
 � , energy, andspectral
features.Thesefeaturesarethentransformedusinga modelthat
hasbeentrainedto learnthe relationshipbetweendysarthricand
normal speech,anda new speechsignal is reconstructedduring
synthesis.Detailsof theanalysisandsynthesisstepsfollow, while
transformationis discussedin Section3.3.

In the analysisstep,we first divide the speech,sampledat
16 kHz, into 30 ms overlappingframes,at a rate of 5 ms. For
eachframe,wecalculateenergy and ������� orderrealcepstralcoef-
ficientsvia
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representsthe windowed speechframe, � + � - its K -
point discreteFourier transform, C the bark-scalewarping func-
tion, and H + ,I- thediscreterealcepstrum.
 � andvoicing informa-
tion arecalculatedusingWaveSurfer[6].

Duringsynthesis,thelow-quefrenciesof theliftered cepstrum
areusedto estimatetheoriginal spectrum
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Next, we calculatea high-orderLPC filter for every frameby ap-
plying theLevinsonrecursionto thebiasedautocorrelations.The

LPC filters are thenexcited by a train of impulsesin voicedre-
gions,andwhite noisein unvoicedregions,accordingto the de-
sired 
 � andbinary voicing features.Finally, the energiesof the
resultingframesareadjustedto matchthespecifiedenergies.

Notethatthis methoddoesnot reconstructtheoriginal speech
signal perfectly. The resynthesizedspeechis different from the
original in that its magnitudespectrumhasbeensmoothedandits
phasespectrumhasbeenreplacedby eitherminimum or random
phase(accordingto thebinaryvoicing feature).

3.2. Alignment

For the purposesof training the speechtransformerandcreating
perceptualteststimuli (seeSection5), it is necessaryto time-align
orthographicallyidenticalsentencesof thedysarthric(source)and
the normal (target) speechat the frame level. Let Y[Z ( $F\ \ \ ! and] 1 ( $F\ \ \ ^ representthe phonemesequenceof the sourceand the
target speakers’ renditionof the sametext, respectively. We letY be the template phoneme sequence, prescribingthe “correct”
sequenceof phonemes.

As expectedwith dysarthricspeech,
]

often hasinsertions,
deletions,or substitutionswhencomparedto Y . In orderto best
matchphonemesY.Z with

] 1 , we performa dynamictime warp-
ing (DTW) algorithmon phoneme feature vectors associatedwith
the phonemeclasses.We usefour one-dimensional,continuous
variablesasfeatures:Voicing,Manner, Place,andHeight.A mul-
tidimensionalscalinghasshown thatthesefeaturesclustersimilar
phonemesclosely.

TheDTW path’s startingandendingpointsareconstrainedto
be at the lower left andupperright cornersof the DTW matrix,
coincidingwith leadingandtrailing pauses,that is Y $ �_Y ! �] $ � ] ^ �a`2	 �cb2d.` . The local constraintsaresetto allow rep-
etition andskippingof up to 2 target phonemesat a time. Once
theoptimalalignmente is obtained,we additionallycalculatethe
final distancebetweenalignedphonemesY Z and

][f W Z X usingthe
associatedphonemefeaturevectors.

Next, we take a closerlook at the resultsandmodify
]

ac-
cordingto thefollowing algorithm:

1. If thereis a singletargetphonemeassociatedwith a single
sourcephoneme,then it is either the samephonemeor a
substitution,dependingwhethertheir phonemefeaturedis-
tanceis zeroor greaterthanzero. No modificationis nec-
essaryin this case.

2. If morethanonesourcephonemeis associatedwith asingle
targetphoneme,we designatethesourcephonemewith the
lowestdistortionto thetargetasa match,andtheothersas
deletions. For deletions,we retrieve correspondingtarget
phonemesfrom anywherewithin the databaseas follows:
First, we look for thephonemein its original left andright
context in any target sentencein the database.If noneis
found,wethenlook for left context only, right context only,
andfinally, asa lastresort,we retrieve thephonemein any
context.

3. If thereis a targetphonemethat is not associatedwith any
sourcephonemes,it is treatedasaninsertionandskipped.

3.3. Training and Transformation

To assembletraining andevaluationsets,we collect all acoustic
featuresof alignedphonemes,linearly deletingandrepeatingtar-
get featuresasnecessaryto matchthe numberof sourcefeatures
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per phoneme.Due to the particularstructureof the speechcor-
pus,we usesentences1–37for training andsentences38–74for
evaluation(seeSection2).

WeuseaGaussianMixture Model (GMM) to modeltheprob-
ability distribution of thesourcespectralfeatures) asthesumofg

normaldistributionswith meanvector h , diagonalcovariance
matrix i , andprior probability j

�%� ) �*�
k&
lm( $ j l%n � )%o h lqp i l �

We have trainedseveral GMMs, somein supervisedmode,
andothersin unsupervisedmode. In supervisedmode,we spec-
ify 17 differentwaysof partitioningthe setof all phonemesintog

differentclasses,ensuringtheuniquenessof eachclassandthe
completenessof thepartitioningasawhole.For eachclass,wees-
timate h l and i l of onemixturecomponentby fitting thedatato
a normaldistribution andletting j l equalthefrequency of occur-
rence.Thenwe performa least-squareslinearregressionbetween

) andthecorresponding,alignedtargetspectralfeaturesr for each
classandstoretheresultin s l and t l .

In the unsupervisedcase,we estimatethe GMM parameters
with 1, 2, 4, 8, and16 mixturecomponentsvia theEM algorithm
andperforma probabilisticleast-squaresregressionto map ) to r
[7].

During transformation,the predictedspectralfeatures
9r are

calculatedvia apiece-wiselinearprobabilisticfunction

9ru�
k&
lm( $
v l � ) �I�ws l � ) �.xyt l �

where v representsthe posteriorprobabilities. Using a simple
spectraldistortionmeasurebetweenr and

9r asanevaluationcri-
terion,a four-componentGMM trainedin unsupervisedmodeper-
formedbest.

4. SPEECH STIMULI FOR EVALUATING
INTELLIGIBILITY

4.1. Stimulus Types

Nine types of speechare createdfor evaluatingvarious factors
that may affect intelligibility (the term “normal” refers to non-
dysarthricspeech):

A. Originalnormalwaveform,
B. LPC-synthesizedrepresentationof thenormalwaveform,
C. Originaldysarthricwaveform,
D. LPC-synthesizedrepresentationof thedysarthricwaveform,
E. “Hybrid” waveformcontainingthespectral-envelopechar-

acteristicsof the normal waveform and the prosodic( 
 � ,
energy, andtiming) characteristicsof thedysarthricwave-
form,

F. “Hybrid” waveformcontainingthespectral-envelopechar-
acteristicsof thedysarthricwaveformandtheprosodicchar-
acteristicsof thenormalwaveform,

G. “Hybrid” waveformcontainingvowels, liquids, andglides
(VLG) from thenormalwaveformandothernon-approximant
consonants(non-VLG) from thedysarthricwaveform,

H. “Hybrid” waveform containingVLG from the dysarthric
waveform andnon-VLG from the normal waveform, and

I. Transformedwaveform createdfrom the baselinespeech
transformationsystem.

LPC-synthesizedrepresentationsof theoriginalwaveformsare
createdfor comparisonwith thehybrid andspeechtransformation
waveforms, in order to be able to betterseparateeffects caused
by the underlyingsignal processingrepresentationfrom effects
causedby intendedspectralor prosodicmodificationsthatrely on
this signalprocessing.The LPC orderof 24 hasbeenchosenas
a compromisebetweenhaving fewer features(and thus a more
compactrepresentation)andbetter-quality synthesis(from more
detailedspectralmodeling).

Thehybridwaveformscontainingspectral-envelopecharacter-
istics from onespeaker andprosodiccharacteristicsfrom another
speaker arecreatedto evaluatetheeffect of spectralandprosodic
aspectsof speechon word intelligibility , andto simulatethebest
possibleshort-termspectralspeechtransformationsystem.

The hybrid waveformscontainingVLG phonemesfrom one
speaker andnon-VLG phonemesfrom the otherspeaker arecre-
atedin orderto (1)assesstheintelligibility of ahypotheticalspeech
transformationalgorithmthat modifiesonly formantsand leaves
non-formantregionsof the speechsignaluntouched,and(2) as-
sessthe impacton intelligibility of spectraldiscontinuitiesat the
boundariesbetweenVLG andnon-VLG phonemes.

Thewaveformscontainingthebaselinespeechtransformation
systemarecreatedto evaluatenotonly how well standardtechnol-
ogyperformsonsuchatask,but alsoto seehow closelytheresults
from this technologymatchthecaseof thespectral-envelopechar-
acteristicsof thenormalspeakerandprosodiccharacteristicsof the
dysarthricspeaker. Largedifferencesin theseresultsmight point
to aweaknessin thespeechtransformationalgorithmor its imple-
mentation,thefeaturerepresentation,or thequality or quantityof
trainingdata.

5. PERCEPTUAL LISTENING TEST

A perceptualtestwasemployed to evaluatethe word-level intel-
ligibility of the original, LPC-synthesized,hybrid, andconverted
speech.This testhasa structuresimilar to thatproposedby Kent
et al. [5] andusedby Menéndez-Pidalet al. [4] for measuringthe
intelligibility of speech.

Subjectstook this test using a graphicaluser interface that
presentedthestimuli andword choices,andthenrecordedthere-
sponses.Thesentencestructurewasdisplayedon thescreen,with
a list of four wordoptionseachat thelocationof thefirst noun,the
verb,andthesecondnoun. Theword optionswerenot displayed
until afterthestimulushadbeenheard.A subjectthenselectedthe
threewordsthatwereheardfrom thelist of optionsby clicking on
oneword in eachlist. Thereweretwo stimuli at thebeginningof
the test that served to familiarizethe subjectwith the procedure;
responsesfrom this familiarizationstagewerenot recorded.

Thistestwastakenby 18individuals(10malesand8 females),
noneof whomhadknown hearingproblems.Thestimuli consisted
of thefirst 36sentencesin theevaluationset(sentences38through
73) spokenby speakersLL and/orJPfrom theNemoursdatabase,
eachmodifiedin theninewaysspecifiedin Section4. These324
sentence-level stimuli werepresentedtwicein total,resultingin 36
stimuli presentedto eachsubject.Eachsubjectlistenedto thesame
(random)sentenceorderingbut a different modificationof each
sentence,so that sentenceposition had no effect on the relative
intelligibility resultsof themodifications.Thestimuli wereplayed
to eachsubjectover loudspeakersin a quietroom.
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Type of Percent Number Total
Speech Corr. Corr. Words
NormalSpeechWaveform 99 203 206
NormalSpeech,
LPC Synthesized 93 192 206

DysarthricSpeechWaveform 68 141 206
DysarthricSpeech,
LPC Synthesized 68 141 206

Hybrid, NormalSpectrum
andDysarthricProsody 87 179 206
Hybrid, DysarthricSpectrum
andNormalProsody 75 155 206

Hybrid, NormalVLG
andDysarthricNon-VLG 75 155 206

(VLG wordoptions) 72 78 108
(non-VLGwordoptions) 79 77 98

Hybrid, DysarthricVLG
andNormalNon-VLG 73 150 206

(VLG wordoptions) 69 74 108
(non-VLGwordoptions) 78 76 98

BaselineSpeech
TransformationSystem 67 139 206

Table 1. Resultsof perceptualexperiment,showing the type of
stimulus,thepercentcorrect(percentintelligible), numberof cor-
rectly identifiedwords,andtotal numberof wordsfor thatstimu-
lus.

Thewordspresentedastheclosed-formalternativesfor each
wordchoicewerederivedfrom theoriginalwordalternativesin the
Nemoursdatabase.Modificationsincluded(a)limiting thenumber
of choicesto four for eachword and(b) creatingan equalnum-
ber of casesin which vowels, liquids, andglideswerevaried in
thewordalternatives(VLG forms)andin whichnon-approximant
consonants(non-VLGforms)werevariedin thewordalternatives.
For example,a VLG form containsthe words z bin, Ben, bean,
ban{ , andanon-VLGform containsthewords z bin, tin, din, pin{ .

6. RESULTS

Becauseof thedifficulty of separatingvoicing(aphonemic,rather
thanprosodic,characteristic)from 
%� (a prosodiccharacteristic),
fivecaseswereremovedevaluation.Thesewerethecasesin which
a subject’s responsecouldbeinfluencedby only a changein voic-
ing andin which therewasa differencein voicing productionbe-
tweenthesourceandtargetspeaker for thesameword.

Resultsof theexperimentareshown in Table1. It canbeseen
thatLPC re-synthesisdegradesintelligibility for speaker JPfrom
99%to 93%,but thatsuchresynthesishasno effect on theintelli-
gibility of speaker LL (68%).Normalspectralcharacteristicswith
dysarthricprosodyresultin intelligibility of 87%,while dysarthric
spectralcharacteristicswith normalprosodyresult in intelligibil-
ity of 75%.Modifying only VLG regionsof speechdoesnotyield
intelligibility comparableto modifying all spectralcomponents.
The baselinespeech-transformationsystemhas intelligibility of
67%, demonstratingthat muchmorecan be donefor improving
theshort-termspectralspeechtransformationtechniquestowarda
goalof 87%intelligibility .

Resultsof aplanned-comparisonone-tailed| -test[8] areshown

Comparison Diff. | -test � value
(%)

LPCeffect: A+C vs. B+D 2.5 1.232 0.117
Spectraleffect: E vs. D 17.7 5.952 0.000
Prosodiceffect: F vs. D 6.6 1.824 0.043
Disruptioneffect: (G+H)/2vs. E 12.3 3.771 0.001
Baselinetransformation:I vs. D -0.8 -0.200 0.422

Table 2. Resultsof planned-comparisonone-tailedsignificance
testing,with stimulustypesindicatedby thecorrespondingletters
from thelist in Section4.

in Table2. Both prosodyandspectraleffectsaresignificantat the
5% level, but only spectraleffectsaresignificantat the1%level.

7. CONCLUSION

In conclusion,we have found that it is theoreticallypossibleto
improve theword-level intelligibility of a dysarthricspeaker from
67% to 87% by modifying the short-termspectralcontenton a
frame-by-framebasis. However, thereis a large discrepancy be-
tweentheintelligibility of thebaselinespeechtransformationsys-
tem andwhat shouldshouldbe possibleby modificationof only
spectralcharacteristics.Finally, it is important to fully address
bothVLG andnon-VLGclassesof speechsimultaneously;thus,a
speechtransformationsystemshouldnot addressonly thoseparts
of speechcontainingformants.

Theseresultsoffer no generalityto otherspeakersor condi-
tions, and in fact we expect theseresultsto be highly speaker-
dependent.However, the methods usedhereshouldbe applica-
ble to any dysarthricspeaker, andfurtherexperimentswith other
speakersandtransformationsystemsareplanned.
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