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ABSTRACT 2. VOCODER DESCRIPTION
In this paper a phonetic vocoder which synthesizes speech using
mixed excitation is presented. The encoder carries out HMM- 2-1. Encoder

based speech recognition and pitch analysis, whereas the decodef,e encoder inputs digital speech sampled at 8 kHz and outputs
performs parameter extraction from HMM and builds a mixed ex- ,5h0nhone indices, state durations and pitch through two main

citation using pitch and bandpass voicing strengths. The vocoder, ,cequres: speech recognition and pitch analysis, as shown in
at an average bit rate of 265 bps reaches good degree of |nteII|g|1:igure 1@a).

bility, while the use of mixed excitation significantly improves the
speech quality with no increase of bit rate when compared with the

conventional binary excitation pulse train/frandom noise. 21.1. Speech recognition

Speech recognition is conducted by an HMM continuous speech
1. INTRODUCTION recognizer, where each 3-state no-skip HMM represents one mono-
phone with its respective left and right contexts (triphone). The
Speech coding techniques which can efficiently represent digitaloutput probabilities are modeled by single Gaussian distributions
speech using bit rates under 2 kbps are important for many ap-with diagonal covariances. The feature vectors comprise mel-
plications, e.g. transmission and storage. Although some codersepstral coefficients which can represent speech spectrum [6], and
have been reported to reach good performance around these btheir related delta and delta-delta coefficients. These last two pa-
rates [1], when the goal is to work at lower bit rates, namely under rameters are computed from the former through
1.0 kbps, usually specific techniques that depend on the language

are applied. Among these techniques, the phonetic vocoders [2, AZ; =%((3-1 ~+ Cit1), Q)
3] are those which usually segment the speech signal into a se- 1 1
quence of speech models (like monophones) using a recognition A%Z, :Z(gi_Q + Ciq2) — 5(37 2

technique, transmitting such speech models to the decoder jointly
with prosodic information. The decoding process is usually made whereé, = [co...cu]?, A = [Aco... Acy]”, andA%E =
by concatenating these models to compose the spectral paramgaZc, ... A%c,,]7 represent the mel-cepstral coefficients vector,
ters, whereby jointly with prosodic information produce synthetic and its related delta and delta-delta vectors foritheframe, re-
speech. spectively. T' indicates transposition. A total of 13 mel-cepstral
This work presents a phonetic vocoder which uses speech reccoefficients (4 = 12) are extracted from the speech signal at ev-
ognition on the encoder part and parameter synthesis from Hidderery 5 ms using 25-ms Hamming windows centered on the corre-
Markov Models (HMM) in the decoder [3]. In order to produce sponding frames.
more natural synthetic speech, mixed excitation based on the Fed- A database composed of 160 phonetically balanced sentences,
eral Standard Mixed Excitation Linear Prediction (MELP) Speech approximately 10 min’ Spoken by a male Speaker in Brazilian Por-
coder [4] is applled instead of the traditional excitation wherein tuguese |anguage samp|ed at 8 kHz was used to train the recog-
pulse train is applied for voiced segments and random noise fornizer. At first, 49 monophones plus one silence were modeled.
unvoiced segments. We have already proposed a phonetic vocodesfterwards, the monophones were cloned and the transition matri-
which uses mixed excitation [5], where the speech quality was im- ces were tied in order to create triphone models. A total of 2175
prOVed when Compared with the binary excitation at the cost of triphones p|us one silence were modeled.
a significant increase of bit rate. In the present work, mixed ex-  |n addition to mel-cepstral coefficients, BPVC were also used
citation is applied with no bit rate increment by modeling band- to train the HMM models. These coefficients plus their respective
pass voicing strengths coefficients (BPVC) from MELP jointly delta and delta-delta parameters were used as a second stream dur-
with mel-cepstral coefficients in a single HMM framework. EX- ing the training part of the speech recognizer. However, for speech
periments have shown that speech quality is still significantly im- recognition only the mel-cepstral coefficients are considered. Sec-

proved with the use of this approach. _ ~ tion 3 describes with more details the modeling of BPVC.
This work is organized as follows: in Section 2 a description

of the current phonetic vocoder is presented; Section 3 concerns t
the bandpass voicing strengths modeling by HMM; in Section 4,
the performance evaluation of the proposed vocoder is consideredPitch analysis is performed at every 20 ms on the speech signal af-
and the conclusions are in Section 5. ter silence duration in the beginning and in the end of the sentence

%.1.2. Pitch analysis
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Table 1. Joint quantization of pitch and overall voicing decisions
for each 80-ms super-frame.

unv 3-bit Additional bits Total

modes || CB
Uuuu || 000 no additional bits 3
Uuuv 2 bits— mode selection
Uuvu || 001 + 11
Uvuu 6 bits— scalar quantization
VUUU
uuvwv 1 bit — mode selection

010 + 11
VVUU 7 bits— 2-d VQ
VUUV 2 bits— mode selection
uvuyv || 011 + 11
VUVU 6 bits— 2-d VQ (UVvVU), or
uvvu 3-d VQ (UVUV and VUVU),

or 4-d VQ (VUUV)

uvvv 2 bits— mode selection
VUVV || 100 + 12
VVUV 7 bits— 3-d VQ (UVVV and VVVU),
VVVU or 4-d VQ (VUVV and VVUV)

101 9-bit 4-d VQ with CB No. 1
VVVV 110 9-bit 4-d VQ with CB No. 2 12

111 9-bit 4-d VQ with CB No. 3

However, based on the fact that some monophones have more oc-
currences than others, Huffman coding is applied, giving rise to an
average rate of 4.61 bits/monophone instead of 6 bits/monophone.

The state durations for each model are regarded as
3-dimensional vectors and vector quantization (VQ) is performed.
One 128-entry codebook was designed using the LBG algorithm
for all monophones, where Huffman coding is also applied, de-
creasing the average number of bits necessary to quantize the du-
rations for each monophone from 7 bits to 4.58 bits.

The logarithmic pitch and overall voicing decisions are quan-
tized in a super-frame basis, based on the method presented at [1].

Fig. 1. Diagram of the phonetic vocoder: (a) encoder; (b) decoder. yowever, for the present scheme each super-frame comprises four

consecutive 20-ms frames, resulting in 80 ms. If only one frame

has been determined by the speech recognizer. This silence inforln the super-frame is voiced, scalar quantization is performed for
mation is important to set synchronism between the pitch analysisthe pitch lag with a 64-level quantizer. For the remaining con-
and the speech recognition procedures. i . |
In order to compute pitch period, the autocorrelation method Performed, as shown in Table 1. It can be noticed, for instance,
based on the method employed by the MELP vocoder is used.that 3 bits/super-frame are necessary to perform quantization in the
Firsﬂy’ an integer p|tch period?int is Computed from the input Uuuu mOde, whereas 12 bits are necessary in the VVVV mode.
pitch refinement is taken using the input speech signal low-passcodebooks are applied, giving rise to 1536 possibilities. For every

figurations, VQ with different codebook sizes and dimensions is

filtered at 0.5 kHzs., p(n), where the fractional pitc;,... is de- super-frame the following distortion measure is used for VQ
termined in the intervalP;.: — 5; Pint + 5]. The final pitchP N N
is galculate(_:i frc_;m the _Iow-pass filtergd residual signal - ob_tained D, = Zwi(pi _ pi)Z 44 Zwi(APi _ Api){ 3)
by inverse filtering the input speech sigral> (n) through the in- P P

verse linear prediction filter - performing an integer pitch search . ] o )

in the interval[Pyrac — 5; Pfrac + 5], With Py, rounded to the where P; and P; are respectively the” original and quantized
nearest integer; and finally a fractional pitch refinement is once Pitch values in the pitch vector, the weights are 1 for voiced
more applied to obtain the final pitch vali

2.1.3. Quantization and coding

and 0 for unvoiced frames, arid is the dimension of the VQ. The
pitch differential A P; is given by

AP, =P, — P,_1, 4)

As for the quantization of the recognized triphones, since thereWhpreaSAE is obtained substituting; andA P; in (4) by P; and
are 50 monophones each model would be quantized with 6 bits.AP;, respectively. Thé factor is used to control the contribution
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of pitch differentials in order to track the pitch trajectory, and for

the present case this parameter is set to 0.75. The codebooks were Table 2. Average bit rate for the vocoder.

designed by the LBG algorithm using the same database applied | Pa_lrameter [ Bits/model | Model/s | Bits/s |
to train the HMM speech recognizer. Triphones 4.61 13.76 63.39
State durationg 4.58 13.76 63.01

292 Decoder Pitch - - 137.6813

[ Total I 264.08 hits/s |

The decoder receives pitch information, monophone indices and
state durations indices from the encoder, as shown in Fig. 1(b).
Speech is synthesized at every 20-ms frame, which are divided in2.2.4. Speech synthesis
I/(\:rl]]érg-ansqSB;%%f?nn;eriél-F;gcthzjr(l:(z)deflf?citgr?tssirr?;n f(;r;if/r;:rimus_Speech is synthesized passing the mixed excitation through the
frame P 9 y Mel Log Spectrum Approximation (MLSA) filter [6], since the

) mel-cepstral coefficient&o, . . ., éu } synthesized from the HMM
o ] sequence can model speech spectrum envelope. The pulse disper-
2.2.1. Mel-cepstral coefficients and BPVC extraction sion filter from MELP is also used, and finally a post-filter is ap-

Mel-cepstral coefficients and BPVC are synthesized as follows: Plied to improve speech quality. The later is implemented using
firstly, the information of monophone indices are used to concate-the MLSA filter with the coefficientsbo, . . ., bar} obtained from
nate a triphone sequence of HMM. Secondly, the state durationsthe mel-cepstral coefficients, for< i < M, through

for each triphone from the formed HMM sequence are inserted. {0 i—1

Having the HMM sequence with the proper state durations in- b ]
Bé;, Otherwise,

serted, mel-cepstral coefficients and BPVC are extracted at every

5 ms from this sequence, using the algorithm for feature generation
from HMM described in [7]. where the parametétwas set to 0.5.

®)

2.2.2. BPVC transformation 23. Bitrate

The BPVC effectively employed during the syntheis, . . ., vs } For the train database, in average, a rate of 13.76 monophones/s
are obtained so that: if the current frame is unvoiced, the BPVC Was verified whereas pitch VQ, also applied to the train database,
for all sub-frames in the current frame are set to zero’; otherwise, produced a bit rate of 137.6819 bps. Table 2 highlights the average
for all the sub-frames, the first BPVE; is setvs = 1 and the bit rate for the vocoder, considering the average number of bits
remaining ones, fo2 < i < 5, are given by requested to quantize monophone indices and state durations.

v = b 0> 06, ®) 3. BPVC MODELING
0, Otherwise,
where{d,, ..., 05} are the last four BPVC synthesized from the In [5], BPVC, Fourier magnitudes, and jitter were applied for pho-

netic vocoding in order to solve the problem of having unnatural
synthetic speech. Nevertheless, according to subjective experi-
o ) ments Fourier magnitudes and jitter do not make significant dif-
2.23. Excitation generation ference in the speech quality for that proposed phonetic vocoding

To build mixed excitation, pulse and noise excitation should be Scheme. The mere application of BPVC would decrease signifi-
added together. The initial pulse excitation corresponds to a pulsecantly the bit rate, once the Fourier magnitudes request at least 8
train whose period is the linear interpolated pitch between the pre-bit for VQ. In [8] mixed excitation is employed by an HMM-based
vious and current frame. If the frame is unvoiced, a default pitch t€xt-to-speech synthesis where all the mixed excitation parame-
value of 50 samples is used [4]. The initial noise sequence is ob-ters were modeled by one single HMM framework jointly with
tained by a Gaussian random noise generator with zero mean anéne spectral parameters. Based on this possibility, the training of
unity variance. The initial pulse and noise excitation are filtered HMM models with BPVC and mel-cepstral coefficients in a single
by the shaping filter¢l, (z) and H,,(z), whose transfer functions framework would take the advantage of building mixed excitation

HMM models.

are given by for phonetic vocoding with no increment of bit rate when com-
5 64 pared with the binary excitation pulse train/random noise.
—i The BPVC modeling was carried out during the training part
H = i bi; 6 .
»(2) Z_;U] ; dE ©) of the HMM speech recognizer for the encoder, where the obser-
]; B o vation features comprised two streams:
H,(2) = 2(1 —v;) Z bi,jz’i, %) e stream 1: mel-cepstral coefficients, and their delta and delta-
j=1 i=0 de'ta,i.e.,{Co,...,C]\{,ACQ,...,ACM,AZCQ,...,AQCJ\I};

whereb; ; represents thé” coefficient for thejt" band from the o stream 2: last four BPVC, and tyeir delta gnd delta-delta,
synthesis filter bank, ang represents the BPVC for thé" band. Le. {v2,..., 05, Ava, ..., Avs, A%va, ., Alvs}.

After filtering, pulse and noise excitations are added to composeThe BPVC used to train the HMM models were extracted at every
the mixed excitation. The synthesis filter bank corresponds to a5-ms from the train database. The first BP¥Cwas not modeled
5-band 64-order FIR filter bank with the following configuration: because this coefficient is responsible for the overall voicing deci-
0-0.5 kHz, 0.5-1 kHz, 1-2 kHz, 2-3 kHz, and 3-4 kHz. sion, and this information is already consistently encoded jointly
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Fig. 2. Original and synthetic BPVC for one sentence from the test
database. The horizontal line indicates the voicing threshold.

Frequency

with pitch. Moreover, the HMM would be able to model with
more precision four parameters than five. Despite BPVC model-
ing, only the mel-cepstral coefficients are considered to perform
speech recognition, i.e., the output probability contribution for the
stream containing the BPVC is set to zero. The reason for this lies
on the fact that the BPVC consist on prosodic parameters, where
their use could degrade the speech recognition process.

Figure 2 shows original BPVC, extracted from one sentence

which was not used to train the models, and BPVC synthesized 19- 3. Spectrograms for one sentence from the test set: (a) orig-
from HMM. One should perceive that only the last four BPvC nal; (b) processed by mixed excitation; (b) processed by binary

vs, ..., vs are drawn. It can be noticed that these parameters were€Xcitation.

modeled without loss of information, since the voicing threshold, . . N
represented by the horizontal line, almost conducts to the same2verage bit rate of 265 bps reaches good degree of intelligibility,

voicing information for both cases, according to Section 2.2.2.  @nd the use of mixed excitation significantly improves the quality
when compared with the traditional excitation pulse train/random

noise.

Frequency

4. PERFORMANCE
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