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ABSTRACT

This paper presents a multilevel framework to cope with
the complex variations in Chinese sentential F0 contours
in order to recognize lexical tones. Tone nucleus model
is to get rid of the influence of intrinsic F0 transition loci
at sub-syllable level. Pitch anchoring concept is used to
normalize tonal F0 contours at syllable level. Hypo- and
Hyper- intonation model is to account for the interplay of
tone coarticulation and higher level prosodic effects. The w-
hole approach achieved significant higher performance than
the conventional method.

1. INTRODUCTION

Chinese is known as a tonal language, in which each sylla-
ble is associated with one of four pitch patterns which have
phonemic roles. The same syllables with different pitches
become different morphemes or different words. Automatic
recognition of tones from the fundamental frequency (F0)
contours have a number of applications: Chinese speech
recognition and understanding, voice name dialing, prosod-
ic labeling (tones) of available speech database, computer
aided language learning (CALL) systems for foreigner Chi-
nese learners and etc..

In the past decades, a number of studies have been
made to this issue [1, 2, 3, 4, 5]. However, except that
the task of isolate syllables or short length words (2∼4 syl-
lables) was easy to achieve high performances [1, 2], other
studies showed that tone recognition was rather difficult
for the continuous speech [3, 4, 5], with a performance
rather lower than that of word recognition. The major
reason can be ascribed to the complex variations exist-
ing in the sentential F0 contours, which originate from the
mechanical-physiological realization of compound intona-
tion functions [6, 7]. On the one hand, besides the lin-
guistic information like tones and stress, F0 is also used to
convey complex para-linguistic information like focus and
prosodic phrasing, non-linguistic information from speak-
er’s emotion and age [6, 8]. Thus the nature of infor-
mation in the one-dimensional acoustic feature F0 is in-
herently confounding[7]. On the other hand, F0 contours,
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which reflect the periodicals of the successive human vo-
cal cords’ vibrations, are to vary due to articulatory con-
straints that determine how the intonation functions can be
implemented[6].

Due to these reasons, we believe that an efficient method
for recognizing lexical tones should own proper modeling
power to deal with the complex variations from either in-
tonation or mechanical-physiological originations, besides
building statistical models for tones only. And we have
carried out a series of studies at different levels, including
sub-syllable F0 segmentation, syllable level normalization,
and syllable and phrase level coarticulation, in order to deal
with F0 variations from various factors for tone recognition
in recent years.

In [9], we focused on the F0 variations of intrinsic F0
loci, which are produced non-deliberately but occurring as
the transition loci to the deliberate F0 targets. We proposed
to recognize tones using only the features of Tone nucleus
in order to prevent the interference from them. In [11, 12],
we proposed that pitch anchoring might play an important
role in discriminating Chinese lexical tones. The proposal
suggested that F0 heights normalized by the neighboring
tonal F0s can be used for tone recognition. In [10], we fo-
cused on the F0 variations of tonal coarticulations and the
influences from higher level events. Although rather stable
coarticulation patterns, either assimilatory or dissimilatory,
may exist to a pair of neighboring tonal F0 contours, they
may be interfered by some kinds of ”break strengths”, which
seem to be possible phrase boundaries, or other higher-level
prosodic events. We referred to the normal tonal coartic-
ulations as hypo-articulations, and the broken articulation
as hyper-articulations. Each of these proposals separately
brought about significant improvement to tone recognition
performances. But a fully integration of the separate ap-
proaches have not yet been presented.

This paper is to give the whole framework combining all
the three isolate approaches for tone recognition. At sub-
syllabic level, tone nucleus is used to against influence from
intrinsic F0 loci; At syllable level, tonal F0s are normalized
by neighboring tonal F0s; At above syllable level, Hyper-
context dependent tonal HMMs were adopted to model the
”breaking” effect to train more accurate tonal HMMs. For
the same test set, the combination approach achieved the
highest tone recognition performance.
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2. MODEL MULTI-LEVEL F0 VARIATIONS

The four basic lexical tones are known to have different F0
patterns: Tone 1 with high and flat F0 contour, Tone 2 with
a rising contour, Tone 3 with a low and dipping contour
and Tone 4 with a falling contour. However, except for
isolated ones, tones in continuous speech can rarely take
these standard patterns. Both their shapes and height are
subject to severe variations. The following three models
are proposed to deal with F0 variations of different level
factors: sub-syllable F0 transition loci, tonal coarticulations
and high-level initiation effects.

Sub-syllabic F0 segments

(1)                                                2                                            (3)

Onset target                         Offset target

(Onset course)                    Tone nucleus                    (Offset course)

Syllable F0 contour

Fig. 1. Illustration of Tone Nucleus Model. Optional F0
segments are indicated by parentheses, only the tone nucle-
us is obligatory.

2.1. Tone Nucleus Model

Tone nucleus model is a F0 segmental structure model for
systematically accounting for F0 variations at syllabic level
[9]. As illustrated in Fig. 1, it suggests that a syllable F0
contour may consist of three segments: onset course, tone
nucleus and offset course. Among the three segments, only
the tone nucleus is obligatory, whereas the other two are
intrinsic F0 transition loci, which are articulatory transition
F0s non-deliberately produced, and their appearances are
optional.

• Tone Nucleus: the segment contains the most critical
information for tone perception. The beginning and
ending points of a tone nucleus correspond to the
Tone onset and Tone offset, which may take pitch
values as given in Table 1.

targets Tone 1 Tone 2 Tone 3 Tone 4

Onset H L L H
Offset H H L L

Table 1. Pitch targets of the four lexical tones. ”H” and
”L” depict high and low pitch targets respectively.

One merit of tone nucleus model is that it provides a
systematic view of sub-syllabic F0 variations which origi-
nate from segmental phonations. A syllable with a voicing
Initial may show a significant F0 transition locus to its onset
target, whereas a syllable of the same tone may not has the
locus due to its voiceless Initial part. Under the framework
of Tone Nucleus model, we may only focus on the Tone Nu-
clei for recognizing tones, while discarding other transition
loci. For example, the second syllable [yi4] in the example
utterance has a significant rising locus to its high onset tar-
get, shown in (b) of Fig. 2. If we discard the transition F0
loci and only keep tone nuclei, as shown in (c) of Fig. 2.

The left F0 contours seem to conform more to the standard
tonal F0 patterns than the original ones.

Statistical distribution studies showed that tone nuclei
have reliably distributive features, and an automatic ap-
proach has been developed in [9] to detect tone nucleus for
each syllable when phone-level segmentation is available.

2.2. Anchoring-based F0 Normalization

Although F0 heights (in Hz or logarithm) are assumed to be
useful for discriminating between tones of different register
levels (such as Tone 1 and Tone 3), numerous well-known
phenomena showed that it should be not the right way. For
example, it is common that F0s of low pitch by a female
speaker may be still much higher than the F0s of high pitch
by a male speaker. Furthermore, even in one utterance, a
high-pitch in a latter position may own lower F0s than a
low-pitch tone in a former position. For the example in (b)
of Fig. 2, we could not discern any significant differences be-
tween the F0 heights of the sentence-beginning syllable wo3,
which has low pitches, and those of the sentence-ending syl-
lable hao4, which has a high onset pitch.

Aiming at finding a more efficient feature for discrim-
inating the lexical tones, we adopted the psycho-acoustic
perception findings to make the following anchoring hypoth-
esis [11, 12] :

• Relative F0 difference between the offset point of the
first lexical tone and the onset of the second lexical
tone may be an important discriminating cue for high
or low pitch, besides the direct cue of a gliding F0
contour.

Based on this hypothesis, a lexical tone in continuous
speech can also be acoustically characterized using the pat-
terns given in Table 2, besides using the flat, rising, dipping
or lowering F0 patterns.

Lexical Tones Onset gap Offset gap

Tone 1 ≥ 0 ≥ 0
Tone 2 ≤ 0 ≥ 0
Tone 3 ≤ 0 ≤ 0
Tone 4 ≥ 0 ≤ 0

Table 2. Anchoring based feature patterns for the four
basic lexical tones in continuous speech.

• Onset gap: the difference between the onset F0 and
the offset F0 of preceding lexical tone.

• Offset gap: the difference between the offset F0 and
the onset f0 of succeeding lexical tone.

Furthermore, we proposed two methods to normalize a
syllable F0 contour in continuous speech. For the ith frame
in one lexical tone,

• Left-to-right: log F0′
i = log F0i − log F0 of the pre-

ceding tone offset,

• Right-to-left: log F0′′
i = log F0i − log F0 of the suc-

ceeding tone onset.

The panels (d) and (e) in Fig. 2 illustrate the F0 con-
tours of Left-to-right and Right-to-left normalizations re-
spectively. In (d), H onsets stay higher or nearby 0, and L
onsets lower or nearby 0. We may note that the 4th and 6th
syllables, both of Tone 3, originally have higher onset values
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than the final syllable of Tone 4 in (c). But turned out to
go to lower regions than the final Tone 4 in (d). Similarly,
normalized F0 contours in (e) also show to be consistent
with the anchoring patterns in Table 2. The normalized
F0 contours log F0′ and log F0′′ can be combined with the
normal F0 features to do tone recognition.
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Fig. 2. Illustration of sentential F0 processing under the
proposed multi-level framework.

2.3. Hypo- And Hyper-articulation F0 Model

It is well known that tonal F0 contours are subject to con-
textual variations. However, few studies were able to show
a clear image about F0 variations due to an interplay of
tonality, contextual tone and high-level prosodic events such
as foci and phrasing structures. In our approach for tone
recognition, we proposed an efficient framework to guide
training of tonal acoustic models, which was named as Hypo-
articulation and Hyper-articulation F0 model.

• Hypo-articulation: there seems to be one specific coar-
ticulation F0 pattern for any pair of tones, which per-
haps results from the economical articulation rule.

• Hyper-articulation: high-level events may act as a
force to break a hypo-articulation.

Table 3 gives the defined hypo-articulation patterns for
each pair of the basic lexical tones with respect to the onset
F0 of the first lexical tone and the offset of the second tone.
Assimilatory effect indicates that the preceding offset and
the succeeding onset show to be assimilated. Dissimilatory
effect indicates that the two points appear to depart from
each other. For the last two syllables in (c) of Fig. 2, the L

Offset of Onset of
Tone 1 Tone 2 Tone 3 Tone 4

Tone 1 A, A D, A D, A A, A
Tone 2 D, D D, A D, A D, D
Tone 3 D, A D, A D, A D, A
Tone 4 A, A D, D D, D A, A

Table 3. Defined Hypo-articulation patterns in our train-
ing of tonal acoustic models. ”A” stands for assimilatory
effect, while ”D” for dissimilatory effect.

offset of the 1st Tone 4 was raised to a higher place, while
the H onset of the 2nd Tone 4 was dragged to a lower place,
thus they are assimilated. If two neighboring tones do not
show their hypo-articulation pattern, they are regarded to
be hyper-articulated due to some higher-level effect. For
the 4th and 5th syllable tones in (c) of Fig. 2, the onset of
the Tone 1 was not lowered, thus hyper-articulated.

Tri-tone context dependent (CD) models can be used
to model the hypo-articulation F0 variations. And [10]
proposed to use mono-tone, bi-tone to model the hyper-
articulation F0 variations. For the mentioned hyper-articulated
pairs, a bi-tone t1+t3 was used to model the broken hypo-
articulations between the 4th and 5th tones, instead of t3-
t1+t3, as shown in (f) of Fig. 2.

3. TONE RECOGNITION EXPERIMENTAL
RESULTS

3.1. Experimental Set-up

Tone recognition experiments were carried out on data of a
female speaker (0f) in the corpus HKU96. 500 utterances
from cs0f0001 to cs040500 were used as training set, while
200 utterances from cs0f0501 to cs0f700 were used as testing
set. F0 was extracted by integrated F0 tracking algorithm
(IFTA) with a frame shift of 10ms. Phonetic segmentation
were assumed available, and achieved by force alignment of
the database using Initial and Final acoustic models. Tone
nuclei were detected using the algorithm introduced in [9].

Continuous density HMMs with left-to-right configura-
tion were used as lexical tone models. The number of states
for the four basic tones is 5, and that for the neutral tone
is 3. Mixture number is 6 per state. The standard feature
vector has log F0, frame energy and their 1st, 2nd order
time derivatives.

3.2. Tone Recognition Experiments:

Comparison recognition experiments have been made with
respect to the factor of different acoustic features and the
factor of different context dependent strategies. The feature
specification includes three kinds:

• Full syllabic features: Acoustic features of the whole
syllables are used.

• Tone nucleus I: Acoustic features of the tone nuclei
are used.

• Tone nucleus II: Anchoring-based normalized F0 fea-
tures: log F0′ and log F0′′, were appended to the s-
tandard feature vector.

The context dependent strategies include:
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• CI: Context independent tonal HMMs. There are
only 5 tonal HMMs.

• CD: Context dependent tonal HMMs as in [4]. The
number is 176.

• CDH: Context dependent tonal HMMs developed un-
der the framework of Hypo- and Hyper-articulation.
The number of HMMs is 235, including the 176 CD
ones plus other 59 additional ones with the context
of utterance boundaries.

Tonal Recognition correct rates (%)
HMMs Full syllable Nucleus I Nucleus II

CI 75.3 81.5 85.5
CD 76.2 83.1 85.6

CDH 79.1 85.7 87.3

Table 4. Average correct rates for the four basic and the
neutral tones in all nine tone recognition experiments.

Method T1 T2 T3 T4 Avg.
CI Full syllable 69.2 76.4 70.0 85.3 75.2
CI Nucleus I 83.6 84.5 68.0 90.7 81.7
CI Nucleus II 87.9 87.9 84.6 91.0 87.9

CDH Nucleus II 87.0 89.7 93.2 92.7 90.7

Table 5. Correct rates for the four basic lexical tones in
four representative recognition experiments.

3.3. Discussions

Table 4 summarizes recognition results in tone correct rates
for all nine experiments, each for one combination of a kind
of feature and a kind of context dependency. Table 5 give
detailed performances for the four basic lexical tones in four
representative experiments. Based on the results, we say,

• Using tone nuclei to recognize tones improved perfor-
mances significantly. In the approach of CI HMMs,
the technique brought by 6.5% absolute improvement
for the four basic lexical tones when compared with
the standard approach using full syllabic features.

• The anchoring-based normalization of syllable F0 con-
tours brought further significant improvements to the
approach of tone nucleus. In the approach of CI H-
MMs, it gave another 6.2% absolute improvement to
the tone nucleus approach for the four basic lexical
tones.

• The conventional tri-tone CD approach brought im-
provements about 1% in the experiments when com-
pared with the CI HMMs. We considered these im-
provements as limited, and we mentioned that similar
results reported in other site [4]. We regarded that
the conventional CD be inappropriate to model the
coarticualtion variations of lexical tones due to the
confounding interplay nature of F0 feature.

• The CDH HMMs brought more improvements than
the CD HMMs when compared with CI HMMs. When
using the anchoring-based normalized features, the
CD HMMs only got slight 0.1% improvements than
CI, while the CDH still got 1.8% improvements. This
indicates that the Hypo- and Hyper-articulation frame-
work is more efficient to cope with syllable and higher-
level coarticulation variations to develop robust tone
HMMs.

The whole framework finally achieved 90.7% recognition
rates for the four basic tones, equal to a relative error re-
duction of 62.5% compared to the 75.2% of CI HMMs using
full syllabic features.

4. CONCLUSION

This paper presents a multi-level framework to cope with
the complex sentential F0 variations for recognize Chinese
lexical tones. The significantly improved tone recognition
performances showed its efficiency. In the future work, we
will apply it to the task of speaker independent recogni-
tion task, and incorporate it to a large vocabulary Chinese
speech recognition system.
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