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ABSTRACT

This paper describes a new training method of average voice model
for speech synthesis in which arbitrary speaker’s voice is gener-
ated based on speaker adaptation. When the amount of training
data is limited, the distributions of average voice model often have
bias depending on speaker and/or gender and this will degrade the
quality of synthetic speech. In the proposed method, to reduce the
influence of speaker dependence, we incorporate a context clus-
tering technique called shared decision tree context clustering and
speaker adaptive training into the training procedure of average
voice model. From the results of subjective tests, we show that
the average voice model trained using the proposed method gener-
ates more natural sounding speech than the conventional average
voice model. Moreover, it is shown that voice characteristics of
synthetic speech generated from the adapted model using the pro-
posed method are closer to the target speaker than the conventional
method.

1. INTRODUCTION

A goal of text-to-speech (TTS) synthesis is to have an ability to
generate natural sounding speech with arbitrary speaker’s voice
characteristics and various speaking styles. We believe that HMM-
based speech synthesis using average voice model [1][2] is a prom-
ising approach to this problem. Average voice model is a set of
speaker independent speech synthesis units trained using multi-
speaker database for the HMM-based speech synthesis. To gen-
erate an arbitrarily given target speaker’s voice, the average voice
model is adapted to the target speaker using a speaker adaptation
technique, such as MLLR (Maximum Likelihood Linear Regres-
sion) algorithm [3], and then HMM-based speech synthesis [4][5]
is performed with the speaker adapted model. We have shown
that a TTS system with the average voice model can generate syn-
thetic speech which resembles the target speaker’s voice by ap-
plying speaker adaptation technique based on MLLR using only a
small amount of target speaker’s speech data [1][2].

To obtain higher performance in the model adaptation to a
wide variety of target speakers, the initial model of the adapta-
tion, namely the average voice model, should not have any bias
depending on speaker and/or gender. However, it would occur that
the distributions of the average voice model have relatively large
bias depending on speaker and/or gender included in the train-
ing speech database, especially when the amount of the training
data is small. This will affect model adaptation performance and
degrade the quality of synthetic speech. To overcome this prob-
lem, we proposed a technique for constructing a decision tree used

for clustering the average voice model [6]. Using this technique,
which we will call “shared decision tree context clustering (STC)”
here, every node of the decision tree always has training data from
all speakers included in the training speech database. As a result,
each distribution of the average voice model reflects the statistics
of all speakers. Moreover, it has been shown that the quality of the
average voice improves by using this technique [6].

In this paper, we propose a new training method of average
voice model for further reducing influence of speaker dependence
and improving the quality of both average voice and synthetic
speech of the given target speaker. In the proposing method, we in-
corporate speaker adaptive training (SAT) [7] as well as STC into
the training procedure of the average voice model. Specifically,
STC is used for clustering distributions of spectrum, pitch (F0),
and state duration, then SAT is used for re-estimation of parame-
ters of spectrum and F0. We show results of subjective evaluation
of the proposing technique and also show its effectiveness.

2. TRAINING TECHNIQUE OF AVERAGE VOICE
MODEL FOR SPEAKER ADAPTATION

2.1. Overview of Speech Synthesis from Average Voice

Speech synthesis system using average voice model is described in
detail in [1][2]. The basic structure is the same as the HMM-based
speech synthesis system [4][5] except that the average voice model
is used as the set of synthesis units and speaker adaptation stage is
added between the training and synthesis stages.

In the training stage, speaker independent phoneme HMMs
are trained using multi-speaker speech database. Spectrum and F0

are modeled by multi-stream HMMs in which output distributions
for spectral and F0 parts are modeled using continuous probabil-
ity distribution and multi-space probability distribution (MSD) [8],
respectively. To model variations of spectrum and F0, phonetic
and linguistic contextual factors, such as phoneme identity factors,
stress related factors and locational factors, are taken into account.
Then, a decision tree based context clustering technique [9][10] is
separately applied to the spectral and F0 parts of the context de-
pendent phoneme HMMs. Finally, state durations are modeled by
multi-dimensional Gaussian distributions, and the state clustering
technique is applied to the duration models.

2.2. Training of Average Voice Model

A block diagram of the training stage of the average voice model
using the proposing technique is shown on the right side of Fig. 1.
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Fig. 1. A block diagram of the training stage of the average voice
model.

First, context dependent models without context clustering are sep-
arately trained for respective speakers. Then, the decision tree,
which we refer to as a shared decision tree, is constructed using
an algorithm described in [6] from the speaker dependent mod-
els. All speaker dependent models are clustered using the shared
decision tree. A Gaussian pdf of average voice model is obtained
by combining all speakers’ Gaussian pdfs at every node of the tree.
After re-estimation of parameters of the average voice model using
speaker adaptive training (SAT) [7] described in2.4 with training
data of all speakers, state duration distributions are obtained for
each speaker. Finally, state duration distributions of the average
voice model are obtained by applying the same clustering proce-
dure.

2.3. Shared Decision Tree Context Clustering

In the shared decision tree context clustering (STC) [6], a speaker
independent decision tree common to all speaker dependent mod-
els is constructed based on the minimum description length (MDL)
criterion [10].

Let S0 be the root node of a decision tree andU(S1, S2, . . . ,
SM ) be a model1 defined for a leaf node set{S1, S2, . . . , SM}.
A Gaussian pdfNim of speakeri is assigned to each nodeSm,
and the set of Gaussian pdfs of each speakeri for the node set
{S1, S2, · · · , SM} is defined asλi(S1, S2, · · · , SM ) = {Ni1,
Ni2, . . . ,NiM}.

The log-likelihood ofλi for the training data is given by

L(λi) =
MX

m=1

L(Nim)

= −1

2

MX
m=1

Γim (K + K log(2π) + log |Σim|) , (1)

whereΓim is the total state occupancy count at nodeSm for speaker
i, K is the dimensionality of the data vector, andΣim is the di-
agonal covariance matrix of the Gaussian pdf of speakeri at node

1Here a model represents a set of leaf node of decision tree. See [6].

Sm. Then, using (1), the description length ofλi is given by

D(λi) = −L(λi) + cKM log Wi + C

=
1

2

MX
m=1

Γim (K + K log(2π) + log |Σim|)

+cKM log Wi + C, (2)

whereWi =
PM

m=1 Γim, andC is the code length required for
choosing the model which is assumed here to be constant. Note
that we introduce here a weightc for adjusting the model size.

We now define the description length for the modelU as

bD(U)=
IX

i=1

D(λi), (3)

whereI is the total number of speakers. Suppose that nodeSm

of modelU is split into two nodesSmqy andSmqn by applying a
questionq. LetU ′ be the model obtained by splittingSm of model
U by the questionq. Then we define the difference between the
description lengths after and before the splitting as follows:

δm(q)= bD(U ′) − bD(U) (4)

The procedure of construction of the shared decision tree is
summarized as follows:

1. Define an initial modelU asU = {S0}.

2. Find the nodeSm′ in modelU and the questionq′ which
minimizesδm′(q′).

3. Terminate ifδm′(q′) > 0.

4. Split the nodeSm′ by the questionq′, and replaceU by the
resultant node set.

5. Go to step 2.

After the construction of the shared decision tree, we obtain
Gaussian pdfs of the average voice model by combining Gaussian
pdfs of speaker dependent models. The mean vector�m and the
covariance matrixΣm of the Gaussian pdf at nodeSm are calcu-
lated as follows:

�m =

PI
i=1 Γim�imPI

i=1 Γim

, (5)

Σm =

PI
i=1 Γim

�
Σim + �im�

�
im

�
PI

i=1 Γim

− �m�
�
m, (6)

where·� denotes matrix transpose, andΓim, �im, andΣim are
the state occupancy count, the mean vector, and the covariance
matrix of the Gaussian pdf of speakeri at nodeSm, respectively.

2.4. Speaker Adaptive Training

Here we incorporate the SAT paradigm [7] into the average voice
model training. In SAT, speaker independent model is trained so
that the resultant model of the MLLR-based speaker adaptation
maximizes the likelihood for respective training speakers.

In MLLR-based speaker adaptation, the adapted mean vector
�̂im of the statem of speakeri is estimated by

�̂im =W i�m =Ai�m + bi, (7)
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Table 1. The number of distributions after clustering.

NONE SAT STC STC+SAT
Spec. 856 856 1251 1251

F0 2742 2742 2217 2217
Dur. 1865 1487 2212 1821

where�m = [1,��
m]�, andW i = [biAi] is the regression matrix

for the mean vector. In the SAT paradigm, the regression matrix
W i is re-estimated in accordance with a standard EM algorithm
and the mean vectors and the covariance matrices of the Gaussian
pdfs are re-estimated using the updated values of the regression
matrices based on an extended EM algorithm. This re-estimation
process is repeated until the convergence.

In the average voice model training, the maximum likelihood
estimation of the mean vectors̄�m and the covariance matrices
Σ̄m of the Gaussian pdfs in statem of speakeri for the training
dataOi ={oi1,oi2, . . . , oiTi} are given by

�̄m =
� IX

i=1

TiX
t=1

γim(t)A�
i Σ−1

m Ai

�−1

×

� IX
i=1

TiX
t=1

γim(t)A�
i Σ−1

m (oit − bi)
�
, (8)

Σ̄m =

IX
i=1

TiX
t=1

γim(t)(oit−�̃im)(oit−�̃im)�

IX
i=1

TiX
t=1

γim(t)

, (9)

whereγim(t) is the probability that the observation vectoroit is
generated inm-th state at timet, and�̃im = Ai�̄m + bi is the
mean vectors of the Gaussian pdf adapted to speakeri using the
updated regression matrix and the mean vector.

3. EXPERIMENTS

3.1. Experimental Conditions

We used a set of phonetically balanced sentences of ATR Japanese
speech database for training HMMs. Based on phoneme labels
and linguistic information included in the database, we made con-
text dependent phoneme labels. We used 42 phonemes including
silence and pause.

Speech signals were sampled at a rate of 16kHz and windowed
by a 25ms Blackman window with a 5ms shift. Then mel-cepstral
coefficients were obtained by mel-cepstral analysis [11]. The fea-
ture vectors consisted of 25 mel-cepstral coefficients including the
zeroth coefficient, logarithm of fundamental frequency, and their
delta and delta-delta coefficients.

We used 5-state left-to-right HMMs. The average voice model
was trained using 150 sentences for each speaker from 3 female
and 3 male speaker’s speech data. We set the weight for adjust-
ing the number of parameters of the model in STC asc = 0.4.
In SAT, one regression matrix was used for each speaker and was
estimated only once. For comparison, we also trained the average
voice models with applying STC only and SAT only, respectively.
Table 1 shows the total number of distributions included in the
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SAT
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STC+SAT

Score [%]

70.670.6

61.961.9

38.138.1

29.429.4

Fig. 2. Evaluation of naturalness of average voice.

average voice models after clustering. The entries for “NONE”,
“SAT”, “STC”, and “STC+SAT” correspond to the obtained mod-
els using the conventional technique [1], SAT only, STC only, and
the proposed technique, respectively.

We chose a female speaker FTK and a male speaker MMY
from the database as the target speakers, who were not included in
the training speakers of the average voice model. Based on MLLR-
based speaker adaptation technique of [1], the average voice mod-
els were adapted to the target speaker using 10 sentences which
were not included in the training data sentence set. In the speaker
adaptation, thresholds for traversing regression class tree were set
to 1000 for spectrum stream and 100 for F0 stream, respectively.
We did not adapt state duration distributions and used the same
distributions as the average voice model.

3.2. Subjective Evaluations of Average Voice

We compared the naturalness of the average voice models by a
paired comparison test. Subjects were 9 persons, and presented a
pair of average voices synthesized from different models in ran-
dom order and then asked which average voice sounded more nat-
ural. For each subject, five test sentences were chosen at random
from 53 test sentences which were not contained in the training
and adaptation data sentence set.

Figure 2 shows the preference scores. It can be seen from the
figure that the proposed technique, namely applying both STC and
SAT, provides the highest performance. In fact, we have observed
that the proposed technique reduces unnaturalness of the average
voice speech especially in prosodic features.

3.3. Subjective Evaluations of Adapted Voice

We evaluated naturalness of the synthesized speech generated from
the models adapted to the given target speaker. Subjects were 7
persons. Other experimental conditions were same as the evalua-
tion test described in the previous section.

Figure 3 shows the preference scores. In the figure, (a) is the
result for a male target speaker MMY, and (b) is for a female target
speaker FTK. It can be seen that similar results as the average voice
were obtained for the synthesized speech from the adapted models.
This means that the quality of the average voice crucially affects
the quality of synthesized speech from adapted model. Moreover,
the proposed technique improves the performance compared with
the conventional method.

We then conducted a Comparison Category Rating (CCR) test
to evaluate voice characteristics of synthesized speech from adapted
models. Seven persons listened to 8 sentences of synthesized speech
chosen randomly from 53 test sentences and rated their voice char-
acteristics and prosodic features comparing to those of the ref-
erence speech. The reference speech was synthesized by a mel-
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Fig. 3. Evaluation of naturalness of adapted voice.

cepstral vocoder. The rating is a 5-point scale, that is, 5 for very
similar, 4 for similar, 3 for slightly similar, 2 for dissimilar, and 1
for very dissimilar. For comparison, we also evaluated synthesized
speech with using speaker dependent units of the target speakers
FTK and MMY. Each speaker dependent model was trained using
450 sentences uttered by the target speaker. The total numbers of
distributions of the speaker dependent model for MMY were 833,
1410, and 1399 for spectrum, F0, and state duration, respectively,
and those for FTK were 891, 2057, and 1222, respectively.

Figure 4 shows the result of the CCR test. In the figure, (a)
is the result for the target speaker MMY and (b) is for FTK. The
score for “SD” corresponds to the result for synthesized speech us-
ing the speaker dependent model of the target speaker. This result
confirms again that the proposed technique provides higher perfor-
mance than the conventional techniques. Moreover, it is noted that
the score for the proposed technique is close to that for the speaker
dependent model.

4. CONCLUSION

We have described a new training method of average voice model
for speech synthesis using speaker adaptation. The proposed train-
ing method is based on STC and SAT to reduce influence of speaker
dependence and improve the quality of the synthetic speech. From
the results of subjective tests, we have shown that voice character-
istics of synthetic speech generated from the adapted model using
the proposed method is closer to the target speaker than the con-
ventional method. Future work will focus on application of the
proposed technique to speaking style.
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