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ABSTRACT

This paper proposes an English speech recognition system
which can recognize both non-native (i.e. Japanese) and
native English speakers’ pronunciation of English speech.
The system uses a hilingual pronunciation lexicon in
which each word has both English and Japanese phoneme
transcriptions. The Japanese transcription is constructed
considering typical Japanese pronunciation of English.
Japanese and English acoustic models are used in
recognizing both transcriptions, and the highest-likelihood
word sequence obtained in combining with native
English- and Japanese-pronounced words is the
recognition result. Continuous speech recognition
experiments show that the proposed system greatly
improves  Japanese-English  speech recognition
performance while maintaining the same performance
level asthat of apurely native English recognition system.

1. INTRODUCTION

Speech recognition of Japanese English (i.e. English
spoken by Japanese people with Japanese accents) is
particularly useful for improving computer-assisted
learning programs that detect mispronunciation. To
achieve a better human-machine interface, information
retrieval systems that employ speech such as Voice Portal,
reguire speech recognition capacity that will enables them
to flexibly recognize English spoken by both native and
non-native speakers.

There has been many studies in non-native speech
recognition using acoustic adaptation or lexical modeling
[1-5]. Although most Japanese speak with unique
Japanese pronunciation, there are many Japanese who
speak the language as well as native speakers do. In other
words, the variety of Japanese English speech is quite
wide, and so even if a recognition system uses such a
lexicon employing Japanese English pronunciation
dictionary, or acoustic models generated using Japanese
English utterances, it can accurately recognize the speech
of alimited number of people, usualy at a sacrifice of its
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ability to recognize the speech of native speakers and
Japanese who are fluent in English.

To address this problem, we propose a Japanese and
native English speech recognition system that uses a
bilingual pronunciation lexicon in which each word has
both English and Japanese phoneme transcriptions. For
example, the word “probably” iswrittenas/prabaxbl
iy/ in English transcription, and /purobaburii/in
Japanese. Each phoneme symbol is recognized both
Japanese or native speaker acoustic models, and the
highest-likelihood word sequence, which contains a
combination of English-pronounced and Japanese-
pronounced words, is derived as recognition results. We
incorporated the method into the system that assesses a
penalty on inter-lingual pronunciation transition, which
prevents frequent transition between Japanese and English
pronunciation. We also designed a Japanese English
speech database to evaluate the system, and examined the
applicability of the lexicons and acoustic models by
comparing the results of speech recognition accuracy for
Japanese and native English utterances. Experiments were
aso caried out using speech data containing both
Japanese and native-speaker utterances.

2. DATABASE OF JAPANESE ENGLISH SPEECH

We prepared the databases described below to evaluate
the performance of speech recognition for Japanese
English and English spoken by native speakers.

[Data 1] English sentences uttered by the Japanese

For speech contents, we selected phonetically-balanced
1,000 sentences from LDC North American Corpus and
divided them into 10 sets. There were 100 male and 100
female subjects, each of whom uttered 100 sentences. All
of the subjects were confident in their ability to speak
English, and their age ranged from late teens to early 50s
(average age was 25.9 years).

[Data 2] English sentences uttered by native speaker
Using the same contents as Data 1, 50 male and 50 female
native speakers of North American English participated in
this recording. Each set of 100 sentences was uttered by 5
males and 5 females. Their age ranged from late teens to
early 60s (average age was 30.1 years).
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3. RECOGNITION METHODS USING JAPANESE
AND ENGLISH MODELS

We used five different recognition methods to compare
each level of recognition accuracy. Methods 1 and 2 used
a monolingual pronunciation lexicon. Methods 3, 4 and 5
used a hilingual pronunciation lexicon. Our proposed
methods are Methods 4 and 5. In this experiment, the
Japanese and English phoneme models are different
models. (i.e. English /p/ and Japanese /p/ are considered to
be different models). However, we used the same silence
models for both. A block diagram of each method is
shown in Figure 1.
[Method 1:M1]
We used the lexicon with an English phoneme
transcription only (i.e. “probably”=/pr aababl iy/).
[Method 2:M 2]
We used the lexicon with a Japanese phoneme
transcription only (i.e. “probably’=/purobaburii/).
The Japanese phoneme transcription is constructed using
typicd Japanese accents in spesking English.
Corresponding to the diversity of utterances of Japanese
people, the number of words with multiple pronunciations
was greater in the Japanese than in the English phoneme
transcription.
[Method 3:M 3]
This method is a combination of Methods 1 and 2. The
results of speech recognition using only English phoneme
transcription and only Japanese transcription were
compared, and the highest-scoring result was denoted as
the final result. The processing amount is that of Method
1 plus Method 2, and so this is the most time-consuming
method and impractical for real time systems.
[Method 4:M 4]
We constructed a new lexicon by integrating the lexicons
used in Methods 1 and 2, and so each word entry has both
English and Japanese phoneme transcriptions. By using
this lexicon, the recognizer can process word-by-word
using native acoustic models or Japanese models, and
chooses the most accurate phoneme transcription as a
resullt.
[Method 5:M5]
This method also uses a bilingual lexicon. A penalty was
assessed each time a phoneme chosen by the recognizer
transited from one language to another. As in Method 4,
the phoneme transcription with the highest score is
selected as a result, but in this method we were able to
avoid freguent inter-language word transitions by
assessing penalties. In this experiment, back-off
probabilities [6] were employed as a penalty for inter-
language word transitions instead of word bigram or
trigram probabilities.

The recognition system used in these methods
employed a two-pass search strategy[7]. In the first pass, a

time synchronous beam search using word bigrams,
native-speaker (and/or Japanese) intra-word triphone
HMMs, and native-speaker (and/or Japanese) inter-word
monophone HMMs is carried out to generate a word
lattice. In the second pass, a more accurate search using
word trigrams and native-speaker (and/or Japanese) intra-
and inter-word triphone HMMs is carried out to derive
recognition results from the word lattice. Inter-lingual
triphone HMMs (i.e. u(J)—-p(E)+r(E); (E) is an English
(native-speaker) phoneme and (J) is a Japanese phoneme.)
are not used in Methods 4 and 5.

Method 1
Recoénition ’

(English lexicon ] [ native HMMs )

[1© Hiike®)Hhe® |

Method 3
[Comparison]—>
Method 2 (Recognifion > |

[Sapanese lexicon ) [ Japanese HMMs )

probably:praababliy

| Probebly:purobaburil Mg Hikeg Hhe
Methods lik her(E
Japanese & Japanese & Penalty(M 5)

English lexicon native HMMs
probably: praababliy,purobaburii

Figure 1. Block diagram for each recognition method
4EVALUATION EXPERIMENTS

4.1. Effectiveness of Japanese phoneme transcription
and Japanese phoneme model

Native-speaker and Japanese phoneme HMMs, which are
3-state  8-mixture, context-dependent, speaker-
independent acoustic models, are generated as baseline
models. The native-speaker phoneme model has 43
phonemes and was trained with 49k utterances from LDC
Resource Management and the Wall Street Journal. The
Japanese phoneme model has 31 phonemes and was
trained with phonetically balanced Japanese words, and
sentences and |oan words uttered by 400 speakers.

We selected 70-80 from among 100 sentences in each
data set to make the perplexity amost equa. We
evauated these sentences as uttered by 200 speakers from
Datal. The amount of vocabulary in the experiments was
5k. In language modeling, the training data contained the
same sentences as those in the evaluation data because the
language model was trained using 1800k sentences from
LDC North American News Corpus. We also evaluated
Data 2 to compare between native and Japanese English.
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According to the evaluation results (Table 1), it is
effective to apply the Japanese phoneme transcription and
the Japanese phoneme model s to the speech recognition of
Japanese English (M1 < M2). The recognition rate was
more accurate when we used both Japanese and English
phoneme models (M2 < M3, M4, M5). On the other hand,
applying the Japanese phoneme models to the speech
recognition of native speakers tends to lower the
recognition rate (M1 > M3, M4, M5). Of all the methods
used, Method 4 lowered the accuracy rate most. We
consider that this is because there is no restriction on
inter-language word transition in this model.

Table 1. Recognition performance for each method using

much greater than that of native speakers. About one-fifth
of the speakers achieved higher accuracy by using native-
speaker models.
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Figure 2. Correlation of performance using native-speaker
vs. Japanese baseline models

Figure 1 compares recognition rates, with the y-axis
showing the rate for 200 speakers using the lexicon with
Japanese phoneme transcription, and the x-axis showing
that using the lexicon with English phoneme transcription.
Each dot indicates an individual speaker. The results
showed a significant difference between (a) Japanese
speakers and (b) native speakers. It is clear that many
Japanese speakers were influenced by the way Japanese
is pronounced when they speak in English, and that the
variety in their English pronunciation is consequently

Data 1. The adaptation data included neither the same
transcripts nor the same speakers as those used in the
evaluation data. We conducted the speech recognition
experiment using both the adapted native-speaker and
Japanese models.

The results, shown in Table 2 and Figure 3, show that
the recognition rate of Japanese English improved
significantly (from 49.2% to 74.2%) when we applied
Japanese phoneme models that were adapted using
English speech uttered by Japanese speakers, and that the
recognition rate obtained using both Japanese and native-
speaker phoneme models was greater than that when only
Japanese models were used (M2 < M3, M4, M5). We aso
proved that Method 5 is suitable for both Japanese and
native English speaker since it maintains the accuracy rate
of speech recognition for native speakers (i.e. 91.4%[M1]
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vs. 92.8%[M5]). This result is contrary to that shown in
Table 1 and shows that Method 5, which uses constraints
on inter-lingual word transition, is useful when adequate
phoneme models are used.

Table 2. Recognition performance using adapted acoustic
models (%correct)

utterance of Data 1. In this case, we prepared about 7,500
speech samples uttered by 100 native speakers and 100
Japanese speakers. Recognition performance is given in
Table 5. The results show that the proposed methods
achieved higher accuracy, and that Method 5 achieved
dlightly higher accuracy than Method 4, showing the
usefulness of transition constraints.

Table 5. Recognition rate for native-speaker and Japanese
mixed data (%correct)

Data\ Method MLE) | M2 | M3 | M4 | M5

Data-3(E+J) 497 | 489 | 496 | 789 | 811

Data\Method | M1(E) | M2(J) | M3 | M4 | M5
Data-1(J) 46.8 74.2 78.1 | 76.9 | 80.0
Data-2(E) 91.4 28.2 91.3 | 856 | 928

Table 3. Subjective opinion criteria
Value(r) Criterion
1 Speaking with Japanese vowels and consonants
2 Sounds alittle like Japanese
3 Each phoneme is distinguishable but not as clear
as native speaker
4 Good pronunciation by a English learner
5 Fluent English; Sounds like non-Japanese

Table 4. Spoken English ability performance (%correct)
Subject\ Method | M1(E) | M2()) | M3 | M4 | M5
r<=2 (13%) 340 | 829 |831 801 8.8
2<r<=3 (45%) 393 | 799 |802| 785 828
3<=r<4 (30%) 546 | 694 | 738|742 | 754
4<r (12%) 711 | 544 | 753 | 731 | 739

4.2.2. Performance comparison corresponding to English
skill
Next, we carried out a subjective opinion test using two
bilingual persons. In this test, the Japanese speakers of
Data 1 were evaluated from rank (r) 1 to 5 based on their
English skill. Skill criteria are listed in Table 3. In this
table, for example, speakers of rank 5 can speak like most
native-like speakers, and so all speskers are divided to
four groups using the averaged subjective opinion value.
The recognition rate for each skill is listed in Table 4.
This table shows that there is a strong correlation between
subjective opinion and recognition rate. More Japanese-
style speakers achieve higher recognition rate using
Japanese models, and more native-like speakers do the
same by using native models. It is quite clearly shown that
of al the skill groups, Method 5 achieves a higher rate
than that of Method 2 that uses only Japanese models, and
than Method 1 that uses only native models.

4.3. Evaluation of native-speaker and Japanese mixed
speech

Finally, we composed speech data (Data 3) that contains
of both native-speaker and Japanese speech utterances.
Each unit of speech data is a sequence of a native-speaker
sentence utterance of Data 2 and a Japanese sentence

5. CONCLUSION

This paper proposes a Japanese English speech
recognition method using Japanese and English phoneme
transcription lexicons, and native-speaker and Japanese
acoustic models. This method uses transition constraints
between inter-language word sequences. Experimental
results showed that the proposed system can achieve
higher accuracy than a system using a Japanese lexicon
and acoustic models to recognize Japanese English. The
results also show that, for native speakers, the proposed
method has almost same ability to recognize spoken
English as a system which uses an English lexicon and
native-speaker acoustic models when acoustic models are
adequately trained

In future work, we plan to examine the most suitable
penalty that should be assessed in cases of inter-lingual
pronunciation, and how effective non-native speaker
adaptation would be carried out.
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