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ABSTRACT

This paper describes a new approach to language model
adaptation for speech recognition based on the statistical
framework of speech translation. The main idea of this
approach is to compose a weighted finite-state transducer
(WFST) that translates sentence styles from in-domain to
out-of-domain. It enables to integrate language models of
different styles of speaking or dialects and even of differ-
ent vocabularies. The WFST is built by combining in-
domain and out-of-domain models through the translation,
while each model and the translation itself is expressed as a
WFST. We apply this technique to building language mod-
els for spontaneous speech recognition using large written-
style corpora. We conducted experiments on a 20k-word
Japanese spontaneous speech recognition task. With a small
in-domain corpus, a 2.9% absolute improvement in word er-
ror rate is achieved over the in-domain model.

1. INTRODUCTION

Language models have become indispensable for large-
vocabulary continuous-speech recognition. These models,
which are usually �-gram models, provide prior probabili-
ties of hypothesized sentences to disambiguate their acous-
tical similarities. In order to build an �-gram model, text
corpora are necessary to estimate the conditional word prob-
abilities in the context of the preceding �-1 words. Since
such statistical models are deeply dependent on data, it is
desirable to use a large corpus in the same domain as that
of the spoken sentences to be recognized. However, it is
generally expensive to make a large corpus, especially from
spontaneous speech, for a specific domain.

Language model adaptation techniques can be used to
improve the reliability of models using large corpora similar
to the target domain. For example, adaptation is achieved by
weighted linear or non-linear interpolation of an in-domain
model and out-of-domain models [1][2]. The weight for
each model is determined based on the similarity to the tar-

get domain.

However, even finding a small, but sufficiently large cor-
pus for a specific target domain is not easy. Therefore, we
focus on corpora in which the styles of sentences are differ-
ent. For example, the style of Japanese spoken sentences is
much different from that of written sentences in comparison
with English, even if the topic is the same. Many Japanese
verbs, auxiliary verbs, adjectives etc. in written sentences
usually change into other words in spoken sentences. In tra-
ditional adaptation techniques, this mismatch of styles ob-
structs effective adaptation, because those methods combine
just probabilities of models made from different style cor-
pora. If such mismatch were canceled, language models for
spontaneous speech recognition would be easily built using
rich written texts on various topics, which are much easier
available than spontaneous speech corpora.

To solve this problem, we utilize a framework of speech-
input machine translation based on weighted finite-state
transducers (WFSTs) [5][6]. In this framework, knowledge
sources for speech recognition and translation are integrated
into a single WFST. Hence, this allows the incorporation of
knowledge about the mapping of words from one language
into another.

In this paper, we present a WFST that translates a sen-
tence style for effective adaptation. The WFST is built by
combining in-domain and out-of-domain models through
a translation model, where each model is expressed as
a WFST. The resulting WFST can be considered as an
adapted language model. This adaptation technique can in-
corporate vocabulary and its statistics of different-style cor-
pora into one adapted model. Consequently, the adapted
model is well supported by large out-of-domain corpora.

We conducted experiments on a 20k-word Japanese lec-
ture speech recognition task. We present the evaluation re-
sults and state our conclusions.
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2. WEIGHTED FINITE-STATE TRANSDUCERS
FOR SPEECH RECOGNITION

Continuous speech recognition can be formulated as a prob-
lem to find a word sequence �� such that

�� � argmax
�

� �� ��� (1)

� argmax
�

� ���� �� �� �� (2)

where � ���� � is an acoustic probability of speech input
� given a word sequence � and � �� � is the language
probability of � . To estimate these probabilities, a general
speech recognition system has phonetic, acoustic and lin-
guistic knowledge sources, which are a pronunciation lexi-
con, an acoustic model, and a language model, respectively.
A speech recognition decoder finds the most likely hypoth-
esis for the input while inquiring such knowledge sources.

Recently, the WFST approach has become a promis-
ing alternative formulation to the traditional decoding ap-
proach, which offers a unified framework representing var-
ious knowledge sources and producing the full search net-
work optimized up to the HMM states [3][4].

WFSTs are finite state networks associating input and
output symbols on each arc, which can be weighted with a
log probability value. They can represent all of the above
mentioned knowledge sources for speech recognition.

Furthermore, WFSTs can be combined by using the
composition operator, leading to the integration of the un-
derlying knowledge sources into a single input-output re-
lation. An integrated WFST for speech recognition can be
composed as

� � � Æ � Æ � Æ	� (3)

where � , �, �, and 	 are, for example, a state network
of triphone HMMs, a set of connection rules for triphones,
a pronunciation lexicon, and a trigram language model, re-
spectively. “Æ” represents the composition operator. As a
result, decoding with � becomes a one-pass search process
using cross-word triphones and trigrams. Once the network
is further optimized by proceeding to weighted determiniza-
tion and minimization, the search efficiency dramatically in-
creases.

3. LANGUAGE MODEL ADAPTATION BY
SPEAKING-STYLE TRANSLATION

3.1. Statistical framework of speech translation

Our language model adaptation technique is based on
speech-input machine translation. First, we outline the gen-
eral framework of statistical translation.

The translation of a source language � to a target lan-
guage can be formulated as the search for a word sequence
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Fig. 1. Cascade of speech-input machine translation

�
 from a target language such that

�
 � argmax
�

� �
 �� � (4)

� argmax
�

� �� �
 �� �
 �� (5)

If the source language is speech �, i.e. speech-input case,
the translation can be formulated as the search for �
 such
that

�
 � argmax
�

� �
 ��� (6)

� argmax
�

�

�

� ���� �� �� �
 �� �
 � (7)

� argmax
�

���
�

� ���� �� �� �
 �� �
 �� (8)

For the translation probability � �� �
 �, some approxima-
tions have been proposed. In this paper, we assume

� �� �
 � � ���� �Æ����
 �� (9)

where ���� � is a prior probability of � , given by a lan-
guage model for speech recognition, and Æ����
 � takes
binary 0 or 1 values depending on whether it is possible to
substitute � with 
 , which is given by a set of substitution
rules of word sequences.

Let � be a WFST that substitutes word sequences ac-
cording to Æ����
 � and
 be a WFST of a language model
of the target language. The integrated WFST for speech
translation can be composed as

� � � Æ � Æ � Æ	 Æ � Æ
� (10)

The process of the speech translation is illustrated as the
cascade in Fig. 1.

3.2. Principle of the adaptation approach

Suppose � is a sentence in the target domain and 
 is a
sentence whose style is different from that of � but whose
meaning is the same as � . In this case, the Eq. (8) repre-
sents sentence-style translation.

We can simply modify Eq. (8) to get the speech recog-
nition result instead of the translation result:

�� � argmax
�

� ���� ����
�

� �� �
 �� �
 �� (11)
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When we consider this equation as a formulation of speech
recognition, the language model probability for speech
recognition can be interpreted as

���� � � ���
�

� �� �
 �� �
 � (12)

� ���
�

���� �Æ����
 ����
 �� (13)

where ���
 � is a prior probability of 
 , given by a lan-
guage model for speech translation. Thus � ��� � contains
constraints not only in the target domain (� ) but also in the
other-style domain (
 ). Actually, the following equation
including weights �� and �� is used.

���� � � ���
�

���� ���Æ����
 ����
 �
�� (14)

This is something similar to log-linear interpolation [2]
which is a common adaptation technique with the differ-
ence of having a module for translating from the one to the
other domain. Therefore, the model of � ��� � can be in-
terpreted as an adapted language model that is composed of
a model in the target domain and a second one in a different
domain. Consequently, the adapted model can be supported
by a large corpus through translation if there is a set of trans-
lation rules and a large corpus whose sentence style does not
need to be the same as the target.

However, our adaptation technique needs a set of trans-
lation rules. Although this seems to be a drawback in the
task of language model adaptation, strict rules are not nec-
essarily needed because � ��� � can be calculated by the
product of ���� � and ���� � by setting Æ����� � to 1
when � cannot be translated into any sequence by the de-
fined rules. This should however only be the case for �
with a defined ���� �, which means that � is also a part
of 
 and does not need to be mapped to another word se-
quence. Therefore, at least the effect of the traditional adap-
tation technique can be expected even for cases that require
no translation.

The adapted model can be expressed as a WFST com-
posed of WFSTs for ���� �, Æ����
 �, and ���
 �:

	� � proj�	 Æ � Æ
�� (15)

where “proj” indicates a projection operator of a WFST to a
WFSA (Weighted Finite-State Acceptor). The operation in
our work simply substitutes the output symbol of each arc
with its input symbol. Finally, the integrated WFST includ-
ing the adapted language model is composed as

�� � � Æ � Æ � Æ	�� (16)

4. EXPERIMENTS

4.1. Conditions

We evaluated our adaptation method in a 20k-word sponta-
neous speech recognition task. The task is based on a cor-

pus of Japanese spontaneous speech [7], most of which are
monologues such as lectures, presentations, and news com-
mentaries.

The target topic was limited to lectures in academic
fields. Three types of corpora were prepared for the topic,
which were spoken, written, and parallel. The spoken cor-
pus consists of manual transcriptions of 680 lectures. The
written corpus consists of newspaper text of one year, World
Wide Web (WWW) text, and automatically translated text
of the manual transcriptions. The parallel corpus consists
of a subset of the manual transcriptions (6 lectures) and its
manual translations into written language.

The automatically translated text was generated from
the manual transcriptions using the WFST � Æ
 �, where �
was constructed with the substitution rules extracted from
the parallel corpus, and 
 � was the trigram language model
trained with only the newspaper text and the WWW text.
The corpora are summarized in Table 1.

As shown in the table, the written text is mostly from the
newspaper corpus, which does not include many academic
articles, and has a large variety of topics. Hence, it is much
broader compared to the spoken language corpus, which is
very focused in topic. Therefore, language model adapta-
tion was performed under relatively difficult conditions.

Table 1. Text corpora for experiments
type text set #words purpose

spoken Manual transcription 2 M �

Newspaper 35 M
written WWW 1.8 M �

�

�

Auto-translation 1.9 M
Spoken-written

parallel parallel text 30K �

The speeches were digitized with 16-kHz sampling and
16-bit quantization. Feature vectors had 25 elements con-
sisting of 12 MFCC, their delta, and delta log energy. Tied-
state triphone HMMs with 3000 states and 16 Gaussians per
state were made by using 338 lectures in the corpus uttered
by male speakers (approximately 59 hours). Decoding was
performed by a one-pass Viterbi search for a WFST inte-
grating cross-word triphone HMMs and trigrams [4].

4.2. Experimental results

We tested three types of language models: in-domain
models, adapted models with translation (proposed), and
adapted models with no translation. The in-domain mod-
els were trained using only the spoken corpus (the man-
ual transcriptions). The “with no translation” means to set
Æ����
 � � � if � � 
 , and Æ����
 � � � if � �� 
 . In
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Fig. 2. Word error rate in various sizes of the spoken corpus

this case, the vocabulary of ����� is made identical to that
of �����, which is the union of the two vocabularies.

We excluded four lectures from training in order to use
them for evaluation, which are not included in the spoken
corpus. The weights for the model combination were tuned
to minimize word error rate for each test lecture.

Figure 2 shows average word error rate for the four lec-
tures with different sizes of the spoken corpus of 0.2 M, 0.7
M, and 2 M words (M= ����). In any of these cases, the
proposed model yielded a lower error rate than those of the
in-domain model and the no-translation model. When the
size is smaller, the improvement achieved with this adapted
model is more significant. The proposed method shows a
2.9% absolute improvement over the in-domain model for
the case of the 0.2 M words. However, the no-translation
model had little effect in comparison with the proposed
method. The primary reason for this is the mismatch of
styles.

Table 2 shows the word error rate for each lecture when
the number of words in the spoken corpus is 2 M words.
A01M0007, A01M0035, A01M0074, and A05M0031 rep-
resent lecture IDs, and their lengths are 30, 28, 12, and
27 minutes, respectively. The reduction rate by the pro-
posed method varied with the lectures. The reduction in
A01M0035 was smaller than those of the other lectures. We
conclude that the speaker of A01M0035 had such a high
degree of spontaneity that the translation model hardly de-
creased the mismatch of styles.

5. CONCLUSIONS

We proposed a new adaptation method of language models
based on speaking-style translation using weighted finite-
state transducers. It has the potential of integrating lan-
guage models of different vocabularies that represent dif-
ferent styles of speaking or dialects. Compared to conven-
tional language model adaptation, it allows the incorpora-

Table 2. Word error rate [%] for each lecture
in-domain proposed reduction rate[%]

A01M0007 28.2 26.7 5.3
A01M0035 40.0 39.1 2.2
A01M0074 28.2 27.2 3.5
A05M0031 25.4 24.2 4.7

Ave. 31.4 30.1 4.1

tion of knowledge about the mapping of words from the one
domain (style, dialect) into another. The approach was ap-
plied to adaptation for Japanese spontaneous speech using
a small in-domain spoken corpus and a large out-of-domain
written corpus. We conducted experiments on a 20k-word
Japanese spontaneous speech recognition task. With a small
in-domain corpus, a 2.9% absolute improvement in word er-
ror rate was achieved over the in-domain model. For further
investigation, the technique needs to be evaluated on a wider
variety of tasks.
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