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ABSTRACT

This paperpresentsan extensive study of zero crossings
with peakamplitudes(ZCPA) features,thathaveearlierbeen
shown to outperformbothconventionalandauditory-based
featuresin presenceof additive noise. The studystartsby
optimizing differentparametersinvolved in ZCPA feature
computation,followedbyacomparisonof ZCPA andMFCC
featureson two recognitiontasksin differentbackground
conditions. The main differencesbetweenthe two feature
typeswere identified,andtheir individual effectson ASR
performancewereevaluated. The importanceof a proper
choiceof analysisframe lengthsand filter bandwidthsin
ZCPA featureextractionwas demonstrated.Furthermore,
the useof dominantfrequency information in ZCPA fea-
tureswasfound to be a major reasonfor increasedrobust-
nessof ZCPA featurescomparedto MFCCfeatures.

1. INTRODUCTION

Featuresbasedon Zero Crossingswith PeakAmplitudes
(ZCPA) proposedby Kim at al. [1] evolved as a modifi-
cationof the EIH auditorymodel[2]. They arecomputed
by passinga speechframe througha subbandfilter bank,
andfinding all positive-goingzerocrossingsfor eachsub-
bandsignal. Then,for eachpair of successive zerocross-
ings the inverseinterval lengthbetweenthe zerocrossings
is computed,aswell asthepeaksignalvalueontheinterval.
Next, a singlehistogramof the inversezero-crossinginter-
val lengthsis collectedover all subbandsignals.However,
insteadof increasingthehistogrambin countsby one,they
areincreasedby the logarithmof the correspondingsignal
peakvalues. Finally, DCT is performedon the histogram
for decorrelationpurposes.

Thedominantfrequency principle[3] statesthatif there
is asignificantlydominantfrequency in thesignalspectrum,
thenthe inversezero-crossinginterval lengthstendto take
valuesin thevicinity of thedominantfrequency. Thus,the
inversezero-crossinginterval lengthsof a subbandsignal

canbeseenasestimatesof thedominantsubbandfrequency.
Furthermore,thepeaksignalvaluebetweensubsequentzero
crossingscanbe seenasa measureof signalpower in the
subbandsignal. Consequently, the constructionof ZCPA
histogramsconsistsof assigningsubbandpower estimates
to frequency bins correspondingto dominantsubbandfre-
quencies.StandardMFCC method,on the otherhand,as-
signssubbandpower estimatesto entiresubbands,without
takinginto accountthepowerdistributionwithin subbands.
Thus,theZCPA representationcanbeseenasanalternative
spectralrepresentationof speechthat emphasizesspectral
peaks,while deemphasizingtheinformationin spectralval-
leys,which is usuallycorruptedby noise.

In the study presentedin [1], ZCPA featuresdemon-
stratedgreaterrobustnessthenLPCC,MFCC,PLP, SBCOR
andEIH featuresin differentbackgroundconditions.How-
ever, no attemptto optimizeparametersinvolved in ZCPA
computationwas reported. Furthermore,the comparison
betweendifferentfeaturetypeswasdoneonly on a small-
vocabulary isolated-word database.In the studydescribed
in this paper, we investigatedthe influenceof differentpa-
rameterchoiceson the ZCPA performance.Furthermore,
we comparedthe performanceof ZCPA andMFCC meth-
odson two differentrecognitiontasks.Finally, we studied
theindividualeffectsof threemaindifferencesbetweenthe
two featuretypes,in orderto explain thedifferencein their
overallperformance.

2. RECOGNITION TASK

Two differentrecognitiontaskswereusedfor evaluatingthe
ASR performancein this study. The first one is a small-
vocabulary isolated-word task basedon ISOLET Spoken
LetterDatabase[4]. Thesecondoneisamedium-vocabulary
continuous-speechtask basedon the speaker-independent
partof DARPA ResourceManagement(RM) database[5].
In orderto evaluatetherobustnessof ZCPA featuresagainst
backgroundnoise,threedifferentnoisetypeswereaddedto
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thetestdataatseveralSNRs,namely, whiteGaussiannoise,
factorynoiseandbabblenoise.Detaileddescriptionof the
recognitionsystems,noisecharacteristics,andthenoisead-
dition algorithmcanbefoundin [6].

3. OPTIMIZING PARAMETER VALUES

The computationof ZCPA featuresinvolves a numberof
freeparameters.In this study, we investigatedtheinfluence
of thechoiceof analysisframelengths,subbandfilter bank
and histogrambin allocationon the ASR performanceof
ZCPA features.Theexperimentalstudywasperformedon
theISOLETdatabase,bothoncleanspeechandin presence
of whiteGaussiannoiseaddedat differentSNRs.

3.1. Analysis frame lengths

Threedifferentmethodsfor allocatinganalysisframelengths
to thesubbandsignalswerecompared.In thefirst method,
the frame lengthof the

�
-th subbandsignal (given in ms)

wascomputedas �������	� , where���	� is thecenterfrequency
of thecorrespondingbandpassfilter givenin kHz,andC is a
constant.Four differentvaluesof parameter� weretested:
10,20,30 and40. Correspondingframelengthsandrecog-
nition resultsarepresentedin thefirst partof Table1. Note
that low valuesof parameter� lead to frame lengthsfor
high-frequency subbandsthat areshorterthan the average
pitchperiod,which leadsto unreliablefrequency estimates.
Higher valuesof parameter� , on the other hand,lead to
too long framesfor low-frequency subbands,thatcancause
obstructionof thestationarityassumption.

Thegoalof thesecondmethodwasto increasetheframe
lengthsat high frequencieswithout making the framesat
low frequenciesunreasonablylong. Theframelengthof the�
-thsubbandsignal(givenin ms)wascomputedas ����
 ���	� .

Four differentvaluesof constant� weretested:20, 40, 60
and80. The correspondingframelengthsandrecognition
resultsarepresentedin thesecondpartof Table1.

In the third method,equalanalysisframelengthswere
usedfor all subbandsignals.Thethirdpartof Table1presents
the recognitionresultsfor five different choicesof frame
lengths:25ms,35 ms,50 ms,75 msand100ms.

Note that in the last two methodshigh-frequency sub-
bandsignalscontributeto morehistogrampointsthanlow-
frequency subbandsignals.In orderto avoid histogrambi-
asingtoward higherfrequencies,histogramswerenormal-
izedwith respectto frequency.

Theresultsin Table1 show the importanceof a proper
choiceof analysisframelengths.Theuseof relatively long
frames,especiallyin low-frequency subbands,led to a con-
siderableincreasein ASRperformancein presenceof noise.
The bestresultswereachieved using frame lengthsdeter-
minedby thesecondmethodwith ��
���� .

Table 1. ASR performanceof ZCPA featuresfor different
choicesof analysisframelengths

Frame Word accuracy [%]
Method length No SNR[dB]

[ms] noise 25 20 15 10

1. C=10 3–50 78.3 70.5 61.8 55.6 40.6
1. C=20 6–100 81.2 73.8 67.6 61.4 48.0
1. C=30 9–150 80.5 75.5 72.6 65.0 52.2
1. C=40 12–200 79.1 75.9 72.4 65.3 51.8

2. C=20 11–45 81.1 73.8 68.2 57.8 44.7
2. C=40 22–89 82.9 77.8 72.7 65.1 51.5
2. C=60 33–134 82.2 78.1 74.1 68.1 54.7
2. C=80 43–179 81.2 78.2 74.5 68.1 54.3

3 25 80.8 71.9 64.9 55.8 41.2
3 35 81.2 73.8 68.5 59.2 44.7
3 50 81.4 75.4 71.2 62.1 49.1
3 75 80.5 75.9 72.4 65.1 52.8
3 100 80.5 76.9 72.9 66.8 55.6

3.2. Filter bank and histogram bin allocation

Thefilter bankusedin thisstudyconsistedof 16 FIR Ham-
mingfiltersof order61uniformly spacedontheBarkscale.
Thischoicewasmotivatedby theresultsin [1] whichshowed
that ZCPA featuresbasedon a similar filter bank consis-
tentlyoutperformedthefeaturesbasedoncarefullydesigned
cochlearfilters. Filter bandwidthsshouldideally be cho-
sensuchthat eachsubbandcontainsexactly onedominant
spectralpeak.In thiscase,theinversezero-crossinginterval
lengthsserveasgoodestimatesof spectralpeaklocations.

Frequency resolutionof ZCPA histogramsis determined
by frequency bin widths. In orderto accuratelylocatedom-
inantsubbandfrequencies,bin widthsshouldbesmallcom-
paredto subbandbandwidths.On the otherhand,too nar-
row bins would make ZCPA featurestoo sensitive to ran-
domvariationsin spectralpeakpositions.In thisstudy, his-
togrambins having equal lengthson the Bark scalewere
used.This providesbetterfrequency resolutionat low fre-
quenciesthan at high frequencies,which is in agreement
with humanspeechperception.

Table2 shows the ASR performanceobtainedby sev-
eral different choicesof filter bandwidthsand numberof
histogrambins. We observe that the choiceof filter band-
widthshada significantinfluenceon theASR performance
of ZCPA features,while it wasnotverysensitive to thepar-
ticular choiceof thenumberof histogrambins.

Finally, theinfluenceof increasednumberof filters was
testedbyevaluatingZCPA featuresbasedon20filters. How-
everno significantperformancedifferencewasobserved.
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Table 2. ASR performanceof ZCPA featuresfor different
choicesof filter bandwidthsandnumberof histogrambins

Filter bw Word accuracy [%]
[Bark]/ No SNR[dB]
# bins noise 25 20 15 10

1/ 30 75.5 69.8 67.0 60.3 49.4
1/ 60 74.7 69.5 67.7 60.4 48.1

2/30 81.2 76.2 71.0 63.9 50.5
2/45 80.7 75.1 71.3 63.4 52.2
2/60 80.5 75.5 72.6 65.0 52.2
2/75 79.8 74.7 70.8 63.7 51.3

3/20 82.6 76.8 71.3 61.9 45.0
3/30 82.5 77.4 72.7 62.6 47.4
3/40 82.0 77.2 71.4 62.5 47.9

4. COMPARING PERFORMANCE OF ZCPA AND
MFCC FEATURES

In this sectionthe performanceof ZCPA andMFCC fea-
turesis comparedonISOLETandRM databasesin different
backgroundconditions.MFCC werecomputedin thestan-
dardway, using25msframelengthand20 triangularband-
passfilters, while ZCPA featureswerecomputedusingthe
bestparameterchoicesfound in Section3. Framelengths
weresetto ����� 
 � �	� , filter bankconsistedof 16 Hamming
FIR filters of order61, with centerfrequenciesuniformly
distributedon theBarkscalebetween200Hz and3400Hz.
Thebandwidthsof the idealprototypefilters wereequalto
2 Bark. Frequency rangebetween0 and4000Hz waspar-
titionedinto 60 histogrambinsuniformly distributedon the
Bark scale.Both featurevectorsconsistedof 12 staticfea-
turesandcorrespondingdeltaanddelta-deltafeatures.

Figure 1 shows the absolutedifferencein word accu-
racy betweenZCPA and MFCC featuresas a function of
SNRfor thethreedifferentnoisetypeson ISOLETandRM
databasesrespectively. WeobservethatMFCCfeaturesout-
performedZCPA featuresat high SNRs,while ZCPA fea-
tureswere betterat low SNRs. The advantageof ZCPA
featuresgenerallyincreasedwith reducedSNR. This is in
agreementwith earlier results[1] that showed greaterro-
bustnessof ZCPA features. The advantageof ZCPA fea-
turesin noisyconditionswaslargestonISOLETtaskandin
presenceof whitenoise.

ZCPA andMFCC featuresusedin this study differ in
threemainaspects:they arebasedon differentsubbandfil-
ter banks,they arederived in time domainratherthanfre-
quency domain,and they combinedominantsubbandfre-
quency informationwith subbandpowerinformation,rather
thanusingsubbandpower informationalone.

In orderto determinetheeffect of eachof the threeas-
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Fig. 1. Dif ferencein word accuracy betweenZCPA and
MFCC featureson ISOLET andRM databases

pectson the ASR performance,two intermediateMFCC-
like featuretypeswereevaluated.Thefirst one,referredto
asfrequency-domainderivedBark-frequency cepstralcoef-
ficients(BFCCF),differs from the MFCC only in the sub-
bandfilter bank, which waschosento closelycorrespond
to the filter bankusedin the ZCPA computation.Thesec-
ondone,referredto astime-domainderivedBark-frequency
cepstralcoefficients(BFCCT),is derivedfrom thesubband
powerestimatescomputedin thetimedomain.Thesubband
filter bankandanalysisframelengthswereidenticalto those
usedin theZCPA method.Thus,theeffectof usingdifferent
filter banksin ZCPA andMFCC methodswasdetermined
by comparingtheASR performanceof BFCCFandMFCC
features,while the effect of usingtime-domainprocessing
insteadof frequency-domainprocessingwasdeterminedby
comparingtheperformanceof BFCCTandBFCCFfeatures.
Finally, the effect of incorporatingdominantsubbandfre-
quency informationinto speechfeatureswasdeterminedby
comparingZCPA andBFCCTfeatures.

4.1. Effect of differ ent filter banks

Figure2 showstheabsolutedifferencein wordaccuracy be-
tweenBFCCFandMFCCfeaturesasa functionof SNRon
ISOLET andRM databasesrespectively. We observe that
thedifferencein performancedueto theuseof differentfil-
ter banksis relatively small.
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Fig. 2. Dif ferencein word accuracy betweenBFCCFand
MFCC featureson ISOLET andRM databases
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Fig. 3. Dif ferencein word accuracy betweenBFCCT and
BFCCFfeatureson ISOLET andRM databases

4.2. Effect of time-domain processing

Figure3 showstheabsolutedifferencein wordaccuracy be-
tweenBFCCTandBFCCFfeaturesasafunctionof SNRon
ISOLET andRM databasesrespectively. We observe that
time-domainprocessinggave largestimprovementfor sta-
tionary white noiseon ISOLET database.Onemajor dif-
ferencebetweenBFCCT and BFCCF featuresis the use
of frequency-dependent framelengthsthat rangedbetween
33 msand134ms in BFCCT, ratherthana constantframe
lengthof 25msusedin BFCCF. Longerframesleadto more
reliablepower estimates.However, too long framesviolate
thestationarityassumption.Thismightexplainwhy theuse
of time-domainprocessingwasleastbeneficialin the case
of highly unstationaryfactorynoise,andwhy the improve-
mentswerereducedwhentestedoncontinuousspeech,that
is characterizedby shorterstationaryintervals.

4.3. Effect of dominant subband fr equencies

Figure4 showstheabsolutedifferencein wordaccuracy be-
tweenZCPA andBFCCTfeaturesasa functionof SNRon
ISOLET andRM databasesrespectively. We seethat the
useof dominantsubbandfrequency informationled to im-
provedperformancein presenceof white andfactorynoise
at sufficiently low SNRs,while no improvementwas ob-
servedin presenceof babblenoise.This indicatesthatdom-
inant frequency informationhasthe largestpositive effect
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Fig. 4. Dif ferencein word accuracy betweenZCPA and
BFCCTfeatureson ISOLET andRM databases

when additive noisehasrelatively flat spectrum. Similar
improvementswere achieved on both databases.At high
SNRs,BFCCT featuresperformedbetterthan ZCPA fea-
tures.This canbeexplainedby thefact thatZCPA features
do not provide reliable informationaboutspectralvalleys.
This information becomesunreliablein presenceof addi-
tive noise,in which caseits exclusionfrom speechfeatures
canbeadvantageous.However, athighSNRs,this informa-
tion contributesto betterdiscriminationbetweendifferent
speechunits.

5. CONCLUSIONS

The major conclusionsfrom this studyaresummarizedin
the following. Properchoiceof analysisframelengthsand
filter bandwidthswasimportantfor thegoodperformanceof
ZCPA features,while the performancewasnot very sensi-
tiveto thechoiceof thenumberof filtersandfrequency bins.
ZCPA featureswereshown to be morerobust thanMFCC
featuresin presenceof additivenoise.Theuseof dominant
frequency information was shown to have a considerable
positive influenceon robustnesson both databases,espe-
cially for noisetypeswith relatively flat spectralcharacter-
istics.
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