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ABSTRACT

This paperpresentsan extensive study of zero crossings
with peakamplitudegZCFA) featuresthathave earlierbeen
shawn to outperformboth corventionalandauditory-based
featuresin presenceof additive noise. The study startsby
optimizing different parametersnvolved in ZCPA feature
computationfollowedby acomparisorof ZCFA andMFCC
featureson two recognitiontasksin differentbackground
conditions. The main differencesbetweenthe two feature
typeswere identified, andtheir individual effectson ASR
performancewere evaluated. The importanceof a proper
choiceof analysisframe lengthsand filter bandwidthsin
ZCFA featureextraction was demonstrated.Furthermore,
the useof dominantfrequeng informationin ZCFA fea-
tureswasfoundto be a major reasonfor increasedobust-
nessof ZCFA featurescomparedo MFCC features.

1. INTRODUCTION

Featureshasedon Zero Crossingswith Peak Amplitudes
(ZCPA) proposedby Kim at al. [1] evolved as a modifi-
cationof the EIH auditorymodel[2]. They arecomputed
by passinga speechframe througha subbandfilter bank,
andfinding all positive-goingzerocrossinggor eachsub-
bandsignal. Then,for eachpair of successie zerocross-
ingsthe inverseinterval lengthbetweenthe zerocrossings
is computedaswell asthepeaksignalvalueontheinterval.
Next, a single histogramof the inversezero-crossingnter-
val lengthsis collectedover all subbandsignals.However,
insteadof increasinghe histogrambin countsby one,they
areincreasedy the logarithmof the correspondingsignal
peakvalues. Finally, DCT is performedon the histogram
for decorrelatiorpurposes.

Thedominantfrequeng principle[3] stateghatif there
is asignificantlydominanfrequeng in thesignalspectrum,
thenthe inversezero-crossingnterval lengthstendto take
valuesin thevicinity of thedominantfrequeng. Thus,the
inversezero-crossingnterval lengthsof a subbandsignal
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canbeseerasestimate®f thedominantsubbandrequeng.
Furthermorethepeaksignalvaluebetweersubsequertero
crossingscan be seenasa measureof signalpower in the
subbandsignal. Consequentlythe constructionof ZCPA
histogramsconsistsof assigningsubbandoower estimates
to frequeng bins correspondingo dominantsubbandre-
guencies.StandardFCC method,on the otherhand,as-
signssubbandpower estimatedo entire subbandswithout
takinginto accounthe power distribution within subbands.
Thus,theZCFA representationanbe seenasanalternatve
spectralrepresentatiorof speechthat emphasizespectral
peakswhile deemphasizintheinformationin spectralval-
leys, whichis usuallycorruptedby noise.

In the study presentedn [1], ZCPA featuresdemon-
stratedgreaterrobustnesshenLPCC,MFCC,PLR, SBCOR
andEIH featuredn differentbackgroundconditions.How-
ever, no attemptto optimize parametersnvolvedin ZCPA
computationwas reported. Furthermore,the comparison
betweendifferentfeaturetypeswasdoneonly on a small-
vocahulary isolated-vord databaseIn the study described
in this paper we investigatedhe influenceof differentpa-
rameterchoiceson the ZCFA performance.Furthermore,
we comparedhe performanceof ZCPA and MFCC meth-
odson two differentrecognitiontasks. Finally, we studied
theindividual effectsof threemaindifferencedetweerthe
two featuretypes,in orderto explain the differencein their
overallperformance.

2. RECOGNITION TASK

Two differentrecognitiontaskswereusedfor evaluatingthe
ASR performancein this study The first oneis a small-
vocahulary isolated-vord task basedon ISOLET Spoken
LetterDatabas4]. Thesecondneis amedium-wocahulary
continuous-speectask basedon the spealerindependent
partof DARPA ResourceManagemen{RM) databasg5].
In orderto evaluatetherobustnes®f ZCFA featuresagainst
backgroundhoise threedifferentnoisetypeswereaddedo
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thetestdataat several SNRs,namely white Gaussiamoise,
factorynoiseandbabblenoise. Detaileddescriptionof the
recognitionsystemsnoisecharacteristicsandthenoisead-
dition algorithmcanbe foundin [6].

3. OPTIMIZING PARAMETER VALUES

The computationof ZCFA featuresinvolves a numberof
free parametersin this study we investigatedheinfluence
of the choiceof analysisframelengths,subbandilter bank
and histogrambin allocationon the ASR performanceof
ZCPA features.The experimentalstudywas performedon
thelSOLET databaseyothon cleanspeechandin presence
of white Gaussiamoiseaddedat differentSNRs.

3.1. Analysisframe lengths

Threedifferentmethoddor allocatinganalysiframelengths
to the subbandsignalswerecompared.In thefirst method,
the framelength of the k-th subbandsignal (givenin ms)
wascomputecasC/ F,, , whereF,, isthecenterfrequeny
of thecorrespondindpandpaséilter givenin kHz,andCis a
constant.Four differentvaluesof parameteC’ weretested:
10,20, 30 and40. Correspondindgramelengthsandrecog-
nition resultsarepresentedn thefirst partof Tablel. Note
that low valuesof parameterC' leadto frame lengthsfor
high-frequeng subbandgshat are shorterthanthe average
pitch period,whichleadsto unreliablefrequeny estimates.
Higher valuesof parameteiC', on the otherhand,leadto
toolong framesfor low-frequeny subbandsthatcancause
obstructionof the stationarityassumption.

Thegoalof thesecondnethodwasto increasegheframe
lengthsat high frequencieswithout making the framesat
low frequenciesinreasonabljong. Theframelengthof the
k-th subbandgignal(givenin ms)wascomputechsC/\/F_%.
Four differentvaluesof constanitC' weretested:20, 40, 60
and 80. The correspondindgrame lengthsandrecognition
resultsarepresentedh thesecondpartof Tablel.

In the third method,equalanalysisframelengthswere
usedfor all subbandignals.Thethird partof Tablel presents
the recognitionresultsfor five different choicesof frame
lengths:25ms,35ms,50 ms,75msand100ms.

Note thatin the lasttwo methodshigh-frequeng sub-
bandsignalscontributeto morehistogrampointsthanlow-
frequeng subbandsignals.In orderto avoid histogrambi-
asingtoward higherfrequencieshistogramswvere normal-
izedwith respecto frequeng.

Theresultsin Table1 shav the importanceof a proper
choiceof analysisframelengths.The useof relatively long
frames especiallyin low-frequeng subbandsledto a con-
siderabléncreasén ASR performanceén presencef noise.
The bestresultswere achieved using frame lengthsdeter
minedby the secondmethodwith C' = 60.

Table 1. ASR performanceof ZCPA featuresfor different
choicesof analysisframelengths

Frame Word accurag [%]
Method | length | No SNR[dB]
[ms] | noise| 25 [ 20 | 15 | 10
1.C=10| 3-50 | 78.3 | 70.5| 61.8| 55.6 | 40.6
1.C=20| 6-100 | 81.2 | 73.8| 67.6 | 61.4| 48.0
1.C=30| 9-150 | 80.5 | 75.5| 72.6| 65.0| 52.2
1.C=40| 12-200| 79.1 | 75.9| 72.4| 65.3| 51.8
2.C=20| 11-45| 81.1| 73.8| 68.2| 57.8| 44.7
2.C=40| 22-89 | 829 | 77.8| 72.7| 65.1| 51.5
2.C=60| 33-134| 82.2 | 78.1| 74.1| 68.1| 54.7
2.C=80| 43-179| 81.2 | 78.2| 745| 68.1| 54.3
3 25 80.8 | 71.9| 64.9| 55.8| 41.2
3 35 81.2 | 73.8| 68.5| 59.2 | 44.7
3 50 814 | 754 | 71.2|62.1| 49.1
3 75 80.5 | 75.9| 72.4| 65.1| 52.8
3 100 805 | 76.9| 72.9| 66.8| 55.6

3.2. Filter bank and histogram bin allocation

Thefilter bankusedin this studyconsistedf 16 FIR Ham-
ming filters of order61 uniformly spacedntheBark scale.
Thischoicewasmotivatedby theresultsn [1] whichshaved
that ZCPA featuresbasedon a similar filter bank consis-
tently outperformedhefeaturedasedncarefullydesigned
cochlearfilters. Filter bandwidthsshouldideally be cho-
sensuchthat eachsubbandcontainsexactly one dominant
spectrapeak.In thiscasetheinversezero-crossingnterval
lengthssene asgoodestimate®f spectrabeaklocations.

Frequenyg resolutionof ZCPA histogramss determined
by frequeng bin widths. In orderto accurateljjocatedom-
inantsubbandrequencieshin widthsshouldbesmallcom-
paredto subbandandwidths.On the otherhand,too nar
row binswould make ZCPA featurestoo sensitve to ran-
domvariationsin spectralpeakpositions.In this study his-
togrambins having equallengthson the Bark scalewere
used. This providesbetterfrequeng resolutionat low fre-
guenciesthan at high frequencieswhich is in agreement
with humanspeecliperception.

Table 2 shawvs the ASR performanceobtainedby sev-
eral different choicesof filter bandwidthsand number of
histogrambins. We obsenre that the choiceof filter band-
widths hada significantinfluenceon the ASR performance
of ZCPA featureswhile it wasnotvery sensitve to the par
ticular choiceof the numberof histogrambins.

Finally, theinfluenceof increasedumberof filters was
testecdby evaluatingZ CPA featuredasedn 20filters. How-
ever no significantperformancelifferencewasobsened.
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Table 2. ASR performanceof ZCFA featuresfor different
choicesof filter bandwidthsandnumberof histogrambins

Filter bw Word accuray [%0]
[Bark]/ No SNRI[dB]
#bins | noise| 25 [ 20 | 15 | 10

1730 | 755 | 69.8] 67.0| 60.3| 49.4
1760 | 74.7 | 69.5| 67.7] 60.4| 48.1
2/30 | 812 76.2| 71.0] 63.9] 50.5
2/45 | 80.7 | 75.1| 71.3| 63.4|52.2
2/60 | 805 | 755]| 72.6| 65.0| 52.2
2/75 | 79.8 | 74.7| 70.8| 63.7| 51.3
3/20 | 82.6 | 76.8| 71.3| 61.9| 45.0
3/30 | 825 | 77.4| 72.7| 62.6 | 47.4
3140 | 820 | 77.2| 71.4| 625 47.9

4. COMPARING PERFORMANCE OF ZCPA AND
MFCC FEATURES

In this sectionthe performanceof ZCFA and MFCC fea-
turesis comparenISOLET andRM databaseis different
backgroundtonditions.MFCC werecomputedn the stan-
dardway, using25 msframelengthand20 triangularband-
passfilters, while ZCPA featuresverecomputedusingthe
bestparameterchoicesfoundin Section3. Framelengths
weresetto 60//F, , filter bankconsistecf 16 Hamming
FIR filters of order61, with centerfrequenciesuniformly
distributedon the Bark scalebetweer?00Hz and3400Hz.
The bandwidthsof theideal prototypefilters wereequalto
2 Bark. Frequenyg rangebetween0 and4000Hz waspar
titionedinto 60 histogrambinsuniformly distributedon the
Bark scale.Both featurevectorsconsistedf 12 staticfea-
turesandcorrespondingleltaanddelta-delteeatures.

Figure 1 shows the absolutedifferencein word accu-
ragy betweenZCFA and MFCC featuresas a function of
SNRfor thethreedifferentnoisetypeson ISOLET andRM
databasemespectrely. We obserethatMFCCfeaturesout-
performedZCPA featuresat high SNRs,while ZCPA fea-
tureswere betterat low SNRs. The adwantageof ZCPA
featuresgenerallyincreasedvith reducedSNR. This is in
agreementvith earlier results[1] that shaved greaterro-
bustnessof ZCPA features. The advantageof ZCPA fea-
turesin noisyconditionswaslargeston ISOLET taskandin
presencef white noise.

ZCPA and MFCC featuresusedin this study differ in
threemainaspectsthey arebasedn differentsubbandil-
ter banks,they arederivedin time domainratherthanfre-
gueny domain,andthey combinedominantsubbandre-
guengy informationwith subbangowerinformation,rather
thanusingsubbancowerinformationalone.

In orderto determinethe effect of eachof the threeas-
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Fig. 1. Differencein word accurag betweenZCPA and
MFCC featureon ISOLET andRM databases

pectson the ASR performancetwo intermediateMFCC-
like featuretypeswereevaluated.Thefirst one,referredto
asfrequeng-domainderived Bark-frequeng cepstrakcoef-
ficients (BFCCF),differs from the MFCC only in the sub-
bandfilter bank, which was chosento closely correspond
to thefilter bankusedin the ZCPA computation.The sec-
ondone, referredio astime-domairderivedBark-frequenyg
cepstrakcoeficients(BFCCT),is derivedfrom the subband
power estimategsomputedn thetime domain.Thesubband
filter bankandanalysidramelengthswvereidenticalto those
usedn theZCPA method.Thus,theeffectof usingdifferent
filter banksin ZCPA and MFCC methodswas determined
by comparingthe ASR performanceof BFCCFandMFCC
featureswhile the effect of usingtime-domainprocessing
insteadof frequeng-domainprocessingvasdeterminedy
comparingheperformancef BFCCTandBFCCFfeatures.
Finally, the effect of incorporatingdominantsubbandfre-
gueng informationinto speectfeaturesvasdeterminecy
comparingZCFA andBFCCT features.

4.1. Effect of differ entfilter banks

Figure2 shovstheabsolutalifferencan word accurag be-
tweenBFCCFandMFCC featuresasafunctionof SNRon
ISOLET andRM databasesespectiely. We obsene that
thedifferencein performancelueto theuseof differentfil-
ter banksis relatively small.
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—e— White —e— White
20{f = Factory 20 = Factory
-¢- Babble -+ - Babble

10 5 clean 30 20 15

5 20 15 25
SNR [dB] SNR[dB]
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Fig. 3. Differencein word accurag betweenBFCCT and
BFCCFfeatureson ISOLET andRM databases

4.2. Effect of time-domain processing

Figure3 shovstheabsolutalifferencan word accurag be-
tweenBFCCTandBFCCFfeaturesaasafunctionof SNRon
ISOLET and RM databasesespectiely. We obsene that
time-domainprocessinggave largestimprovementfor sta-
tionary white noiseon ISOLET database.One major dif-
ferencebetweenBFCCT and BFCCF featuresis the use
of frequeng-dependetiframelengthsthatrangedoetween
33msand134msin BFCCT, ratherthana constanframe
lengthof 25 msusedn BFCCF Longerframedeadto more
reliable power estimatesHowever, too long framesviolate
thestationarityassumptionThis mightexplainwhy theuse
of time-domainprocessingvasleastbeneficialin the case
of highly unstationaryfactorynoise,andwhy theimprove-
mentswerereducedvhentestedon continuousspeechthat
is characterizethy shorterstationaryintervals.

4.3. Effect of dominant subband frequencies

Figure4 shavstheabsolutalifferencan word accuray be-
tweenZCPA andBFCCT featuresasa functionof SNRon
ISOLET and RM databasesespectiely. We seethat the
useof dominantsubbandrequeng informationled to im-
provedperformancen presencef white andfactorynoise
at sufficiently low SNRs,while no improvementwas ob-
senedin presencef babblenoise.Thisindicateghatdom-
inant frequeng information hasthe largestpositive effect
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when additive noise hasrelatively flat spectrum. Similar

improvementswere achiezed on both databases.At high

SNRs, BFCCT featuresperformedbetterthan ZCPA fea-

tures. This canbe explainedby thefactthatZCPA features
do not provide reliableinformation aboutspectralvalleys.

This information becomeaunreliablein presenceof addi-

tive noise,in which caseits exclusionfrom speecltfeatures
canbeadwantageousHowever, athigh SNRs,thisinforma-

tion contributesto betterdiscriminationbetweendifferent
speechunits.

5. CONCLUSIONS

The major conclusiongrom this study are summarizedn
the following. Properchoiceof analysisframelengthsand
filter bandwidthsvasimportantfor thegoodperformancef
ZCPA featureswhile the performancevasnot very sensi-
tiveto thechoiceof thenumberof filtersandfrequeng bins.
ZCPA featureswere shown to be morerobustthan MFCC
featuresn presencef additive noise. The useof dominant
frequeng information was shaovn to have a considerable
positive influenceon robustnesson both databasesespe-
cially for noisetypeswith relatively flat spectralcharacter
istics.
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