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ABSTRACT

A code-constrained constant-modulus approach (CMA)
was presented recently in Li and Tugnait [4] for blind de-
tection of asynchronous short-code DS-CDMA signals in
multipath channels. Only the spreading code of the desired
user is assumed to be known; its transmission delay may be
unknown. The equalizer was determined by minimizing the
Godard/CMA cost function of the equalizer output with re-
spect to the equalizer coefficients subject to the fact that
the equalizer lies in a subspace associated with the desired
user’s code sequence. An iterative projection approach was
used in [4] for constrained optimization where at each itera-
tion the equalizer was projected onto the desired subspace.
In this paper we investigate an alternative, penalty func-
tion-based approach to constrained optimization. Global
minima and some of the local minima of the cost function
are investigated. A simulation example is presented.

1. INTRODUCTION

Direct sequence code division multiple access (DS-CDMA)
systems have been a subject of intense research interest
in recent years. In CDMA systems multiple users trans-
mit signals simultaneously leading to multiuser interference
(MUI). In addition to MUI, presence of multipath prop-
agation introduces intersymbol interference (ISI) causing
distortion of the spreading code sequences. Moreover, in
reverse links, unknown transmission delays (user asynchro-
nism) also contribute to performance degradation.

In this paper we consider blind detection (i.e. no training
sequence) of the desired user signal, given knowledge of its
spreading code, in the presence of MUI, ISI and user asyn-
chronism (lack of knowledge of user transmission delays,
including that of the desired user). Past work on blind de-
tection of DS-CDMA signals include [1]-[4], [7],[8], [11] and
references therein. In this paper our focus is on extraction
of a desired user’s signal. Unlike [2],[3], [7], and [8], we
do not assume synchronization with the desired user’s sig-
nal. In [11] we investigated maximization of the normalized
fourth cumulant of inverse filtered (equalized) data w.r.t.
the equalizer coefficients subject to the equalizer lying in a
subspace associated with the desired user’s code sequence.
Constrained maximization leads to extraction of the desired
user’s signal whereas unconstrained maximization leads to
the extraction of any one of the existing users. In [4] the
same ideas were used in conjunction with the Godard cost
(CMA) where we minimized the cost. In this paper we in-
vestigate an alternative, penalty function-based approach
to constrained minimization of the Godard cost.

2. SYSTEM MODEL

Consider an asynchronous short-code DS-CDMA system
with M users and N chips per symbol with the j-th user’s
spreading code denoted by c; = [¢;(0),---,¢;(N — 1)]%.
Consider a baseband discrete-time model representation.
Let sj(k) denote the j-th user’s k-th symbol. The se-
quence {s;(k)} is zero-mean, independently and identically
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distributed (i.i.d.) either QAM Vj or binary Vj. For dif-
ferent j’s, {s;(k)}’s are mutually independent. In the pres-
ence of a linear dispersive channe, let g;(n) denote the j-th
user’s effective channel impulse response (IR) assuming zero
transmission delay, sampled at the chip interval T.. Let

N-1
hi(n) =Y ¢;(m)g;(n —m), (1)

m=0
where hj(n) represents the effective signature sequence of

user j (i.e. code c¢;(n) “distorted” due to multipath etc.).
Define a [(d + 1)N] x [2N] code matrix

0 0 0 7
ci(1) ¢ (0) 0
@ ¢ (N —1) o g(0)
o 0 ¢j(N — 1) :
0 0 (N —1)
0 o 0]
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If we collect N chip-rate measurements of received sigr(la)l
(from all users) into N-vector y(k), then we obtain, at the
symbol rate, the MIMO model (additive white Gaussian
noise w(k) is defined in a manner similar to y(k)):

y(k) =D hy0)si(k — 1)+ w(k) (3)

where
h;(l) = [h;(IN —dj), -+ hy(IN —d; + N = 1)]",  (4)

d; (0 < dj < N) is the (effective) transmission delay (mod
N) of user j in chip intervals and L; + 1 is the length of the
j-th user’s vector IR. It follows that for any d > 0,
d H d
B == [ h(0) BI(1) - h'(@) |"=C" ()
where the superscript H denotes the complex conjugate
transpose (Hermitian) operation,

9;(2N —d; —1) |",
(6)

h;d) is (d+ 1) N-vector, g; is 2N-vector and we assume that

g;(1) =0 for I > N (in addition to g;(I) = 0 for I < 0), i.e.
the multipath delays can be of at most one symbol duration
(N chips;. Not all elements in g; are nonzero. It follows
that h;(l) =0 for [ > 3.

gi =1 gj(=dj) g;(—=d; +1)



3. CODE-CONSTRAINED CMA (CC-CMA)
3.1. Projection Approach to CC-CMA [4]

Consider an N x 1 vector equalizer {f(i)}/;" of length L.
symbols (N L. chips) operating on the data y(n) (see (3))
to yield

Le—1

e(n) = Yt (@)y(n—i) (7)
where f(i) is N x 1. Deﬁn;

=1 f70) £7(1) f9(Le—1) ]. (8

Following [4] consider minimization of the Godard cost

Jema(£) 1= E{(le(n)* — 1)*} (9)

for designing the linear equalizer. It is shown in [5],[9] (see
also [6]) that under certain mild sufficient conditions, when

(9) is minimized w.r.t. {f(i)}5; " using a stochastic gradi-
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ent algorithm, then (11) reduces to
e(n) = asj,(n—no), (10)

where complex a # 0, 0 < ng < L. — 1+ L; is some integer,
jo indexes some user out of the given M wusers, i.e., the
equalizer output is a possibly scaled and shifted version of
one of the users. The problem is that there is no control
over which user is extracted.

It has been shown in [4] that in order to extract the de-
sired user (jo = 1) with desired delay (no = d), the linear
equalizer should belong to the null space of a matrix A

which is a function of the desired user’s code matrix ng)
and the data correlation matrix. It is a [N (Le —2)] X [N L]
matrix given by

A=uVrTR,, (11)
where Ry, is the [N L] x[N L] data correlation matrix with
ij-th block element Ry, (j — i) = E{y(k+j — i)y (k)},

74 0

T .= 0 Ingp,-1oa } = [NLc] x [NLe] matrix, (12)

Ik denotes a K x K identity matrix,

Ty = — : : = [N(d+1)] x [N(d + 1)],
Iy -+ 0 0

(13)

¢l .= [ Céd) ] = [NLc] x [2N] matrix  (14)

and columns of UV denote an orthonormal basis for the
orthogonal complement of Cid). Since ng) is of full column
rank, U is an [NL.] x [NL. — 2N] matrix (it can be ob-
tained via an SVD (singular value decomposition) of Cid)).
Thus, the desired solution satisfies (15) in addition
to minimizing (9) (in fact, in addition to being a
stationary point of (9)) where

Af = 0. (15)

By [4] and [5] there exists an equalizer that minimizes (9)
as well satisfies (15).

Let T denote the [N L.] x [N L] projection matrix onto
the null space of A. The the following iterative, batch,

projection stochastic gradient algorithm was used in [4]
to obtain the desired equalizer. Let :fcma(f) denote the
data-based cost (9) and let V. jcma(f‘/) denote its gradient
(N Le-column) w.r.t. f* evaluated at f'; (the symbol  de-
notes the complex conjugation operation). Given the equal-
izer £ at n-th iteration, the equalizer update at n + 1st
iteration is calculated as ("1 = £ —pI V. j@ma(f‘(")),
where p is a suitable step-size (see [4]). It is a projection

algorithm since any changes in £ are forced to lie in (pro-
jected onto) the null space of A. Of course, we choose the

initial guess £(*) to satisfy (15) [4].

3.2. A Penalty Function Approach to CC-CMA
Now we propose a novel penalty function approach to CC-
CMA. Instead of minimizing the cost (9) subject to (15),
we propose to consider unconstrained minimization of

TB)(B) = Jema () + uf A™ AF (16)

where p > 0 is a design parameter. The cost (16) is unlike
the standard penalty function approaches [10] where the
solution to the modified cost (such as (16)) approaches the
desired (constrained) solution to the unmodified cost (such

as (9)) subject to the constraint (such as Af = 0) as p — oo.
In our case, given the nature of the underlying system model
and cost (9), we do not have to let p — oo. Indeed, for
“small” enough u, we have the unconstrained cost whose
stationary points are well understood [5],[9].

3.2.1. GLOBAL MINIMA:

We now consider investigate global minima of (16). As-
sume no noise: w(k) = 0. When an equalizer is such that
(10) is achieved, Jema(f) is minimized [5]. It can be shown
that

- 5 (E{]s;(n)|*})?
min Jemq (f) =1 — ~———-—"—=0. 17
g S =1 TR ) "
Let fi, be an equalizer for which Jcma(f'lo) = 0 with
corresponding e(n) = aisi(n — d) where |ai1® =

E{|s;(n)|?}/E{|s;(n)[*}, i.e. fi, leads to extraction of user
1 with delay d. Then, by construction, Afi, = 0 [4]. Hence,
Jc(ﬂa (f'lo) = 0 and therefore, min; Jéi’;?a(f) = 0. It follows
from the results of [5] that if Jema (F) # 0, then (10) can not

hold true (all stable local minima of Jema(f) lead to (10)
for some jo and ng [5]). Clearly Jc(ﬁb)a(f‘) = 0 if and only
if Jema (f') = 0 and Af = 0. Therefore, global minima of
Jc(ﬂa(f') are given by those f’s for which Jcma(f') =0 and
Af = 0, equivalently, for which (10) and (15) hold true.
The equalizer that yields (10) satisfies [5]

Le—1

> £ (i)hy(n — i) = b4 0nng, 1 <5< M, n>0,
=0

(18)
where §;,; = 1 for j = ¢, 0 otherwise.
We now characterize the equalizer solutions that satisfy
both (15) and (18). Define the [NL.]-column vector, for
m=0,---,Le — 1+ Lj,

B = [ mfm) - wf©) 0 - 0] 9

Using (19) and results from [4], [11] and Sec. 3.1, (18) can
be rewritten as (Rss = Ryy under the no noise assumption)

TRyyf = aTh(", jo € {1,-++, M}, no € {0,++, Le—1+Ljp }.

(20)



Therefore, solutions satisfying (15) and (18) are equivalent
to solutions satisfying (15) and (20). Consider

(C1) The [NLc] x [2N + 1] matrix [C{* : Th{™] has full
column rank for every j € {2,3,---, M} and every m €
{d —1,d} where L. > d+ 1 and d > 2.

Claim 1: Under (C1), any solution that satisfies (15)
and (20) (i.e. any global minimum of (16)), corresponds to
jo=1and no € {d—1,d} in (10), (18) and (20).

Proof: Suppose that for fixed j and m, Tﬁ§m) g sp~{C§gl)]»7
where sp{B} denotes the linear subspace spanned by the
columns of B. Then Z/l(l)HTla;m) # 0 (ie. if f satisfies
(20) with jo = j and no = m, then it does not sat-
isfy (15)), else Tfl§~m) € Sp{C%d)}. We now establish that

Tfl§~m) & sp{C%d) } for any m > d irrespective of the nature

of spreading codes and of multipaths. Recall that, by as-
sumption, total delay spread is no more that N + 1 chips
for any user. We have (m > d)

Th{™ =[] (m — d), hf'(m —d + 1),

h(m—d—1), B (m—d—2), ---, hf'(0), 0, ---, 0]"

(21)

Since h;(0) # 0, it follows that Tfl;m) ¢ sp{C'¥} as the

rows in C;d) corresponding to the position of h;(0) in TB§m>

are all zeros. Therefore, Tﬁ;m) 4 sp{Cid)} for any m > d
and Vj. We now turn to the case of m < d. In this case

J

Tﬁ§m):[h§{(m—d) h(m—d+1) - h(m)

0o --- 0" (22)
We have

Thi™ € sp{Ci”} & [bj'(m—d), -

(23)
For (23) to be true, there must exist a 2N-vector g # 0
such that

[hHOn—-@,~-

] hy (m)]" = O, (24)
If d — m > 2 (assuming that d > 2), then h;j(m — d) =
h;j(m —d+ 1) = 0 leading to g = 0 in (24): that is, (23) is
never satisfied if d —m > 2; (since m > 0, this requires that
d > 2.) Thus, Tfl;m) ¢ sp{C!P} Vj and any m ¢ {d— 1,d}
for any choice of spreading codes and multipaths. Finally,
by construction, UM Tﬁgd) = 0. This proves the desired
result. ©

If we pick d > 2, then the only possible convergence
points from among (20) are Tflgm) withm=dorm=d-1
and j = 1,2,---, M. If d = 3, then both Th{® and Th{®’
contain the entire IR of the j-th user (recall that the IR is
of maximum length T = 3 symbols). If d = 2, then while
T flgg) contains the entire IR, 7° fl§~1) may not since it does

not contain h;(2), which may (or may not) be nonzero. In
order to better distinguish between two distinct users, it is
therefore more prudent to use d > 3.

Jh) (m)]" € sp{C{”}.

3.2.2. LOCAL MINIMA:

Let us allow doubly infinite equalizers {f(¢)}2_.,. De-
fine the scalar composite channel-equalizer impulse re-
sponse from the j-th user to the equalizer output as

Z £ (Dhy(n — 1), (25)

l=—o0

ro=[--,7r1(0), -, rar(0),71(1), -, rar(1), 71 (2), - -] " .
(26)

It has been shown in [5],[9] (see also [6, Appendix C]) that

the only stable local minima of Jema (r)(= Jema(f)) w.r.t.
r are given by the solutions (18). In particular, let r, and
r; denote the real and the imaginary parts, respectively, of
r. Let J(r") denote the the Hessian (second-order deriva-
tive) of Jema(r) wrt. [r2 r]]T evaluated at r = r'. Let

r("0:30) denote the vector r specified in (26) with all zero en-
tries except for the one corresponding to rj,(no) (see (25))
which equals a (cf. (10) and (18)). Then by [5], [9] and

[6, Appendix C], J(r("90)) is positive definite on the set
Fr={u:u=r-— r(r0:d0) y £ (eI — 1)r(n0do) Vo3,
ie. ul uf]1J(rm0i0))ul ul]T > 0 for any u € F,
u # 0, and it is positive semidefinite in general. Since
any perturbation in the phase of « alone in (18) leaves

the cost unchanged (i.e. Jema (e2%r("0:90)) =77, (r(m0:90))
it follows that [u? u!]J (M9 u?  uf]T = 0 for
u = (¢ — 1)r("090)  Thus, J(r) has a strict local min-
imum at r("0:90) for r € ({r("0J90)} U F]) where F := {r :
r=u+r(09) uec £} and J(r) has a local minimum
at r("0:90) Tet J(f') denote the Hessian of Jema(f) w.r.t.
the real and the imaginary parts £, and f;, respectively, of
f, evaluated at f = f/. By (25), (26) and the definition

of f, it follows that there exists a complex-valued matrix
B = B, + jB;, a function only of the MIMO channel IR
(3), such that

== [ ]=[B ][ E -
27)

Therefore, we have J(f) = BTJ(r)B for any r = Bf.
Let £("0:90) denote an equalizer (not necessarily unique)
corresponding to the composite channel-equalizer response

r(70:J90) e Bf(m0:J0) — p(mnodo)  Then it follows that
J(£m0:30)) is positive definite on the set F; := {u
f—f(n0:30) Bu #£ (e79—1)r("0:90) vg}, and positive semidef-
inite in general. Note that any perturbations in £(n0:40) that
leave r(™0:90) unperturbed, do not change the CMA cost.
We now turn to the cost (16). Let J® (f') denote the
Hessian of J&),(F) at f = . Then J®(f) = J(F) +
AT A, Moreover, Vi J80(F) = Vi Joma (F) + p AT AF. 1t
£(n0:90) ig such that Af(™7%0) = 0, then it is a stationary

point of JE), (f) because it is a stationary point of Jema (f).
Therefore, the global minima of (16) are stationary points

’-"31 Lar Y}

<

of Jéi’ﬁa(f). By the discussion in the previous paragraph,
they are also local minima of (16).

Let Vf*Jcﬁm(f'/) = 0. Let limuﬂof" = f,. Then
Vi Jema(fy) = 0. 1f Bfy # r("090) then by [5],[9], J(£)
has at least one negative elgenvalue (recall from [5],[9]
that unless Bf'(; = r(0:90) 4]l other stationary points of



Jema(f) are either saddle points or local maxima). Since
lim,,—o TP (£) = J(£), if BEy # v("090) then T (f))
has at least one negative eigenvalue for 0 < p < [ for some
> 0. That is, for “small” u’s, all stationary points f'[L of

Jc(f,za(f') that lead to Bf'(; £ r(70:30) are either saddle points
or local maxima. The preceding discussion suggests that

if we can initialize “close” to f(; such that Af(; = 0, then
we will achieve convergence to the solution(s) specified in
Lemma 1. In Sec. 4 we describe a strategy for such an
initialization.

4. SIMULATION EXAMPLE

We consider the case of 3 users, each transmitting 4-QAM
signals, and short-codes with 8 chips per symbol. The
spreading codes were randomly generated binary (£1, with
equal probability) sequences. The multipath channels for
each user have 4 paths with transmission delays uniformly
distributed over one symbol interval, and the remaining 3
multipaths having mutually independent delays (w.r.t. the
first arrival) uniformly distributed over one symbol interval.
All four multipath amplitudes are complex Gaussian with
zero-mean and identical variance. The channels for each
user were randomly generated in each of the 100 Monte
Carlo runs. Complex white zero-mean Gaussian noise was
added to the received signal from the 3 users. The SNR
refers to the SNR of the desired user, which was user 1,
and it equals the energy per symbol divided by Ny (= one-

sided power spectral density of noise = 2E{||w(k)||*}/N).
In the equal-power case (0dB MUISs), all users have the same
power; in the near-far case (10dB MUIs), the desired user
power is 10 dB below that of other users.

Equalizer of length (L) 5 symbols and desired delay (lag)
d = 3 was designed using the proposed penalty function al-
gorithm: cost (16) with g = 1. Initialization was done as in
[4] with first ten iterations using the projection approach
so that the initial choice satisfies data-based version of
15) exactly); then we switch to unconstrained minimiza-
tion of (16) using an iterative, batch, stochastic gradient
algorithm. The approach of [3] (equivalent to that of [2])
was also simulated with a “smoothing factor” (m in [3]) of
5 (=L.). The approach of [3] was used to estimate the de-
sired user’s channel IR which, in turn, was used in a MMSE
equalizer with delay d = 2. We also applied the approach
of [1] using equalizer of length 5 symbols and desired de-
lay d = 2. The projection approach of [4] for CC-CMA
(Le = 5, d = 3) was also implemented. We also simu-
late an ideal (clairvoyant) matched filter receiver which is
matched to the true effective signature sequence hq(n —d;)
(or hi(l)) of user 1. Figs. 1 and 2 show the probability of
symbol detection error (P.) after equalization for the equal
power and the near-far scenario, respectively, based on 100
Monte Carlo runs.
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