
ABSTRACT

The increasingcomplexity of embeddedapplicationscombined
with the advancesin chip integrationmake the designprocessa
very challengingtask.Due to this rising complexity, the design
underperformance,areaand consumptionconstraintsof a sys-
tem-on-a-chip(SOC) composedof mixed software-hardware
units, becomesincreasingly intricate. This paper presentsa
method and an associatedtool (CODEF) which allow the
designerto do an automaticand/or interactive systemdesign
spaceexploration in order to constructcosteffective embedded
real-time architecturesdedicatedto complex signal processing
applications.The method is basedon a recursive partitioning
algorithm followed by a communication synthesis procedure.

1.  INTRODUCTION

Systemdesignis oneof the key stepsin the designflow of real
time signal processingheterogeneousembeddedsystems[1].
Startingwith afunctionalspecificationof atargetapplication,it is
of prime importanceto determineassoonaspossiblea precise
systemarchitecturespecification.This systemspecificationmust
beableto supportsuccessiveandconcurrentdesignrefinements
leadingto anactualrealtimesystemwith reducedareaandenergy
consumption.Approachesbasedon cosimulation(e.g., systems
like Polis [2], VCC from Cadence)imposea preliminarymanual
hardware/softwarepartitioningandadevelopmentof precisesim-
ulationmodels.Cosimulationtechniquespermit thevalidationof
system specification after partitioning.

WehavedevelopedaSOCdesignframework(CODEF)that
improvesthesystem-leveldesignflow andallowsasignificantre-
duction of time to market. From a time constrained functional
specification,CODEFperformsanautomaticor interactivedesign
space exploration and constructs a set of system architectures.
Fromthissetof solutions,aparticularsystemcanbeselectedfor
furthercost/performanceimprovements.Thisis achievedthrough
architectureadjustmentsproposedby thedesignerwhoseimpacts
on performance and costs can be quickly evaluated by CODEF.

2.  APPLICATION MODEL

Wefocusonembeddedsystemsincludingsignificantpartsof sig-
nalprocessing.A dataflow modelis well adaptedto describesig-
nal processingfunctions which operateon regular streamsof
samples[3]. However,the rising numberof functionalitiesem-
beddedin multimediaandtelecommunicationsystemsandtheim-

proved accuracy of signal processingcomputationslead to
increasecontinuouslythecomplexityof applications.For exam-
ple, ordersof computationsarecontrolledby externaleventsor
aredependentonvaluesof variablesinternallyupdatedatruntime.
The executionof suchapplicationswith a dataflow semanticis
not effectivesincethe modelassumesthat conditionalcomputa-
tions are always executed whatever the values of controls.

We consider the controlled data flow model [3], which in-
cludesswitchandselectnodes(figure1). Accordingto thevalue
of the boolean signal c the switch node produces a token to the
output0 or 1 andtheselectnodeconsumesatokenfrom theinput
0 or 1. Thisboolean-controlleddataflow (BDF) modelis usedin
toolssuchasPtolemy,SPWandCOSSAP.A staticscheduleof a
BDFcanbefound[3] butin thefiring sequenceof thetasksit may
be necessary to check the value of the control signals. For exam-
ple, <τ1, τ6, c.τ2 (1-c).(τ3, τ4), τ5> is a conditional firing se-
quence of the graph given in figure 1. If c is true, the taskτ2 is
executed elseτ3, τ4 are fired. The taskτ6 produces the value of
thecontrolsignal.Thiscontrolis eithertheresultof aprocessing
taskor avaluedrivenby anexternalinputor theoutputof afinite
statemachine(FSM)asdepictedin figure1.In thiscase,thefiring
of the FSM task must respect the BDF semantics: upon each fir-
ing, a token is consumed on each incoming edge and a token is
producedoneachoutgoingedge.Furthermore,reactingtoafiring,
theFSMmakesasinglestatetransition.A timeconstraintissetup
on each terminal task of the graph, (e.g. the taskτ5 in figure 1).

3. TARGET ARCHITECTURE MODEL

Due to thecontinuouspressurefor embeddingsophisticatedser-
viceswith higherquality in telecommunicationsystems,embed-
dedsystemarchitecturesarechangingwith a shorterandshorter
period.Thesesystemon a chip architecturesinclude IPs or in-
housecomponentssuchasRISC andDSPcoreprocessorscon-
nectedto coprocessorsand sharinghardwareaccelerators(e.g.
ASIP). In anheterogeneousstructure,inter-unitcommunications
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Fig. 1 •  The BDF controlled data flow model
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aresupportedthroughtailoreddatabusesor througha oneto one
specificconnectionmodelwheretheprotocolsareadaptedto the
typeof eachtransfer.Weconsideradatabusstructureratherthan
aoneto oneconnectionmodel[4] in orderto providebetterexten-
sion capabilities and to improve the architecture reusability.

As system architecture specification must be pertinent with
respectto furtherdesignstepsi.e.,it mustsupportarchitecturede-
sign refinements with no need of backward modifications. If the
top-level system specification is too optimistic or imprecise, de-
rived refined systems will impose some architectural modifica-
tionsto matchtheapplicationrequirements.In orderto limit these
feedbacks,theinitial systemarchitectureandits maincharacteris-
tics must be set up precisely.

The system level characteristics and parameters taken into
accountby CODEFare:numberandtypeof processors,sizeand
accesstimeof memories(i.e.,RAM, ROM,cachememoriesasso-
ciatedwith programmableprocessorsandcommunicationmemo-
ries),internalor externaldistributionof dataandcodesectionsin
processormemories,contributionof coprocessorsor hardwareac-
celeratorsonperformanceandcost,DMA or CPUcontrolleddata
transfers, communication protocols between units (synchronous
or asynchronous), characteristics of I/O ports of units and over-
head due to interrupts.

4.  CODEF SYSTEM DESIGN FRAMEWORK

Inputsandoutputsof CODEFaredepictedin figure 3. From an
applicationgraphmodel,asetof constraints,a library of potential
hardwareor softwareunits(FSBs),alibrary of taskor processim-
plementationmodelson the FSBsand an optional predesigned
system,CODEFperformsasystemleveldesignspaceexploration
andprovidesa setof solutionsthat respectthe constraints.Cur-
rently,CODEFtakesinto accounttimeandareaconstraints.Each
solutionis describedasa setof interconnectedFSBs,a mapping
of the tasksof theapplicationgraphmodelon theFSBs,a setof
characteristics(e.g. the meanbusy period of eachFSB) and a
scheduleof the tasks(Ganttchart). In figure 2 is illustratedthe
graphical user interface of CODEF.

In order to take into account the designer’s skill, CODEF is
ableto dealwith anoptionalpre-designedsystem.Thiscapability
allows the designer to perform iterative system design optimiza-
tionsby tuningthearchitectureanditsparameters.Theimpactson
performance and cost are immediately evaluated with CODEF.
This pre-designed system may be a previously designed system
(off-the-shelf) on which an application has to be mapped with or
without potential architecture modifications. This facility allows
thereuseof designsor IPs,whichis of primeimportancefor arap-
id development of cost effective architectures.

5.  SYSTEM SYNTHESIS PRINCIPLES

Systemarchitecturesareconstructedin twosteps:apartition-
ing/scheduling step which operates on the tasks of the functional
specificationto mapthesefunctionalitiesontheprocessingunits,
followed by a communication synthesis step that determines an
optimized architecture interconnection.

5.1. System partitioning
The aims of systempartitioningare i) to definean architecture
built from theFSBsof thelibrary, ii) to assignthetasksof theap-
plicationon theFSBsandiii) to definea schedulingof the tasks
thatrespectstheapplicationtime constraints.TheFSBsin thear-
chitectureareselectedsuchthat the total areais minimized.The
partitioningof aboolean-controlleddataflow graph(BDF) is per-
formedin two steps.Thefirst stepconsistsin identifyingtheworst
casesinvolvedin theBDF graph.Eachworstcasecorrespondsto
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astaticdataflow graphonwhichapartitioning/schedulingis per-
formed.

Identification of the worst cases

Settinga valueto eachcontrol input of the routing nodesdeter-
minesaspecificroutingof thedatain thegraph[5]. Thenodesand
edgesactivatedby thisroutingdefineastateof theapplicationand
correspondto asub-graphwhichis apuredataflow graph(Fig.4).
Thedottededgescorrespondtocontrolprecedencesin theoriginal
graph.However, it is notnecessaryto partitionall thestatesof the
applicationto derive a systemarchitecturethatsupportstheexe-
cutionof thewholeapplication[5]. Indeed,if a systemarchitec-
ture supportsthe real time executionof a stateGi, it is able to

executeall thestatesGj ⊆ Gi. Consequently,only theprimestates

haveto beconsideredto constructasys-

temarchitecturethatincludesall theresourcesrequiredto execute
the whole application.

Incremental partitioning of the graph

To determineasystemarchitecturethatsupportstheexecutionof
theprime stateswe consideran incrementalpartitioningmethod
[5]. At stepi, 0 ≤ i ≤ p-1weuseaspredesignedsystem,thesystem
architectureA i providedat stepi-1 to partitionthegraphGi. The

architectureA i+1 providedat stepi, supportstherealtime execu-

tion of Gi (figure5). Sincethesuccessivestepsof theincremental

partitioningcanonly extendthisarchitecture(if needed),thefinal
architectureAp containstheresourcesrequiredto supportthereal

time execution of all the application states.

Partitioning of a single data flow graph (a state)

The partitioning/schedulingalgorithm of a data flow graph is
basedonthestaticanalysisof thetimeurgencyof taskexecutions
accordingto the applicationtime constraints[6]. The algorithm
usesthis time metric for selectingthehardwareor softwareunits
requiredto implementeachtaskof the functionalspecification.
Dependingon thetimeurgencyof eachtask,thepartitioninggoal
of CODEFis eitheraperformancecriteria(in orderto avoidtime
violations)or thetotalsystemarea,or amix. Thepartitioningpro-
cessis controlledby a reusabilityandan instantiationthreshold
parametersthatcanbesetupby thedesigner.Theseparametersal-
low the selectionof FSBsaccordingto their time efficiency to
mapthefunctionalitiesof theapplication.Automaticor designer-

controlledvariationsonthereusabilityandinstantiationthreshold
parametersallow varioussystemarchitecturesto beexplored.The
partitioningalgorithmusesasimplifiedcommunicationmodel.In
orderto get anaccurateinterconnectionbetweenunits of thear-
chitecture,a communicationsynthesisis performedonceparti-
tioning and scheduling are performed.

5.2. Communication synthesis
Fromthewholesetof communicationsinvolvedin theexecution
of the partitionedapplication,communicationsynthesisbuilds a
structurecomposedof optimizedresourcesrequiredto supports
thesecommunications[7]. Theminimizationof the interconnec-
tion is realizedby maximizing the useof synchronoustransfers
througha rendez-vousor aninterruptmechanism.Thesetransfers
aresupportedwith a simplebuswhereasasynchronoustransfers
requirea memorizationin the interconnection.While the parti-
tioning proceedscommunicationscannotbesynchronizedeasily.
Therefore,the objectiveof communicationsynthesisafter parti-
tioning is to synchronizeasynchronoustransferssuchthatthereis
no time constraintviolationsandthetotal interconnectionareais
minimized.

A data transfer can be synchronized with arendez-vous
mechanism if the rescheduling of the tasks induced by the syn-
chronizationbetweenthesenderandthereceiverdonotgenerate
violationsof theapplicationtimeconstraints.A datatransferfrom
ataskτi toataskτj canbesynchronizedwith aninterrupttriggered

by thesenderto thereceiver(resp.thereceiverto thesender)if the
receiver(resp.sender)hasasufficientfreememoryspaceto store
the transferred data until they are consumed (resp. requested) by
τj. Interrupt-based synchronous transfers or semi-synchronous

transfers, introduce delays on executions of tasks. Note that the
available memory in the communicating FSBs may vary in the
schedulingaccordingto thesizeof thelocalvariablesof thetasks
executed by the FSBs.Due to these delays, semi- synchronous
transfersareconsideredonly if theydonot inducetimeconstraint
violations.Thecommunicationsynthesismethodattemptsfirst to
synchronize communications with arendez-vous protocol. If
asynchronous communications remains, the methods tries to
transform them according to the semi-synchronous protocol.

6.  EXPERIMENTAL RESULTS

Thecapabilitiesof CODEFareillustratedthroughthedesignof a
subsetof atopboxcomposedof aAC3audiodecodeandaV22bis
modem.In the10msperiodof theV22bismodemweconsiderthat
two audiodecodingfunctionsareexecuted(insteadof 11ms).The
whole applicationgraphmodel is then composedof threedata
flow graphs:a V22bisgraphconstrainedat 10 ms,a AC3 graph
constrainedat 5 msanda secondAC3 graphstartingat 5msand
constrainedat 10ms.The whole graphcomposedof thesethree
functions is composed of 253 nodes and 335 edges.

The library of FSBs is composed of a ARM7TDMI proces-
sor,aOAK DSPcore,ahardwareunit (hw_bitAlloc) dedicatedto
the execution of thebit allocation function of the audio decoder,
a coprocessor (psd_copro) of the DSP to speed up the bit-alloca-
tion functionandacoprocessorof theDSPtospeeduptheinverse
time division aliasing cancellation function of the AC3 decoder.
Theresultof adesignspaceexplorationrealizedby CODEFis il-
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Fig. 4 •  The two states of the DFG given in figure 1.
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lustrated in figure 6. This exploration is realized with an empty
initial predesigned architecture. Each point corresponds to a dif-
ferent solution. The architecture corresponding to point (a) in-
cludesaARM7TDMI, aOAK DSPandacoprocessorpsd_copro
connected to it. This solution has no hw_bitAlloc hardware unit.
All the others solutions contain this FSB: they are faster but are
more costly.

In figure7, is giventhescheduleof thetwo AC3 decodersandthe
V22bis modemafter partitioning.The meanbusy periodof the
OAK is 98%andthatof theARM7TDMI is only 43%.Notethat
the tasksscheduledclose to the time limit (10000 µs) on the
ARM7TDMI areissuedfromtheV22bisreceiver.Theirpredeces-
sorsarescheduledafter the secondAC3 decoderwhich endsat
9200µs on theOAK DSP.In orderto geta lower executiontime
on theV22bismodem,we do a newpartitioningusingthemodi-
fied architecture(a) asa predesignedsystem.The modifications

consistin moving to the ARM7TDMI the V22bis receivertasks
scheduledafter9200µson theOAK. After partitioningandcom-
municationsynthesiswe get the schedulegiven in figure 8.The
tasksof theAC3 decoderandV22bismodemaremappedon the
two processorsaccordingto their executiontime/memorytrade-
offs. Theendtimesof thetwo AC3 decodersandtheV22bismo-
demarerespectively4.2ms,9.3msand7.8ms.At bottomof fig-
ure8 areillustratedtheresultsof communicationsynthesis:all the
transfersaresynchronizedandaresupportedby two buses.Note
thatthemeanbusyperiodsof thebusesarelow. Sincewedispose
of anintervalof 10.0- 9.3= 0.7msthereis roomfor optimization
in orderto removeonebus.Improvementsof thecommunication
synthesismethodto achievethis result are underprogress.The
Ram and Rom sizes estimated for the processors are:

• ARM7TDMI: 4.6kbytes Rom and 89kbytes Ram,
• OAK DSP: 3.6kbytes Rom and 61kbytes Ram.

Thisexampleshowstheability of CODEFto explorevarioussys-
temsolutionsandto provideanefficient interactiveassistancefor
system architecture optimizations.

7.  CONCLUDING REMARKS

Our approachis ableto determineefficient systemspecifications
from a functional application description. This is achieved
throughaconstructivepartitioning/schedulingalgorithmfollowed
by aninterconnectionsynthesisstep.Partitioningexploitsdiffer-
ent ratio of reusabilityandchoiceof implementationsupportsof
tasks.Interconnectionsynthesisattemptsto minimizethecommu-
nicationresourcesusingsynchronoustransfers.As illustratedin
theexperimentalresultsection,afterthisautomaticsystemdesign
spaceexploration,aparticularsolutioncanbeselectedfor further
optimizationsusingthe tool. The algorithmis ableto start from
scratchor from aninitial systemarchitecture.In thiscase,thetool
tries to makethebestre-useof theFSBsandtheinterconnection
resources present in the predesigned system.
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Fig. 6 • Result of the design space exploration.
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Fig. 8 • Final schedule after communication synthesis


