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ABSTRACT

The increasingcompl«ity of embeddedapplicationscombined
with the advancesin chip integration make the designprocessa
very challengingtask. Due to this rising compleity, the design
underperformanceareaand consumptionconstraintsof a sys-
tem-on-a-chip (SOC) composedof mixed software-hardvare
units, becomesincreasingly intricate. This paper presentsa
method and an associatedtool (CODEF) which allow the
designerto do an automaticand/or interactve systemdesign
spaceexplorationin orderto constructcost effective embedded
real-time architecturededicatedto comple signal processing
applications.The methodis basedon a recursve partitioning
algorithm folloved by a communication synthesis procedure.

1. INTRODUCTION

Systemdesignis one of the key stepsin the designflow of real
time signal processingheerogeneousembeddedsystems[1].
Startingwith afunctionalspecificatiorof atargetapplicationijt is
of prime importanceto determineas soonas possiblea precise
systemarchitecturespecification.This systemspecificationmust
be ableto supportsuccessiveand concurrentdesignrefinements
leadingto anactualrealtime systemwith reducedareaandenergy
consumption Approacheshasedon cosimulation(e.g., systems
like Polis[2], VCC from Cadence)mposea preliminarymanual
hardvare/softwargartitioninganda developmenof precisesim-
ulationmodels.Cosimulationtechniquegermitthe validationof
system specification after partitioning.

Wehavedeveloped SOCdesignframework(CODEF)that
improvesthesystem-levetlesignflow andallowsasignificantre-
duction of time to market. From a time constrained functional
specificationCODEFperformsanautanaticorinteractivedesign
space exploration and constructs a set of system architectures.
Fromthis setof solutions a particularsystemcanbe selectedor
furthercost/performancenmprovementsThisis achievedhrough
architectureadjustmentproposedy thedesignewhoseimpacts
on performance and costs can be quickly evaluated by CODEF.

2. APPLICATION MODEL

Wefocusonembeddedystemsncludingsignificantpartsof sig-
nal processingA dataflow modelis well adaptedo describesig-
nal processingfunctions which operateon regular streamsof
sampleq3]. However,the rising numberof functionalitiesem-
beddedn multimediaandtelecommunicatiosystemsandtheim-

Fig. 1 « The BDF controlled data flow model

proved accuracy of signal processingcomputationslead to

increasecontinuouslythe complexity of applicationsFor exam-
ple, ordersof computationsare controlledby externaleventsor
aredependendnvaluesof variablesnternallyupdatedatruntime.
The executionof suchapplicationswith a dataflow semantids
not effective sincethe modelassumeshat conditionalcomputa-
tions are always executed whatever the values of controls.

We consider the controlled data flow model [3], which in-
cludesswitchandselectnodegfigure 1). Accordingto thevalue
of the boolean signal c the switch node produces a token to the
outputO or 1 andtheselecthodeconsumesitokenfrom theinput
0 or 1. This boolean-controlledataflow (BDF) modelis usedin
toolssuchasPtolemy,SPWandCOSSAP A staticscheduleof a
BDF canbefound[3] butin thefiring sequencef thetaskst may
be necessary to check the value of the control signals. For exam-
ple, <t1,16, c12 (1-¢).(3, 14), 15> is a conditional firing se-
guence of the graph given in figure 1. If c is true, the t2sk
executed else3, 14 are fired. The task6 produces the value of
thecontrolsignal.This controlis eithertheresultof aprocessing
taskor avaluedrivenby anexternalinput or the outputof afinite
statemachingFSM)asdepictedn figure 1. In thiscasethefiring
of the FSM task must respect the BDF semantics: upon each fir-
ing, a token is consumed on each incoming edge and a token is
producedneachoutgoingedge Furthermoreteactingo afiring,
theFSMmakesasinglestatetransition A time constrainis setup
on each terminal task of the graph, (e.g. the task figure 1).

3. TARGET ARCHITECTURE MODEL

Dueto the continuouspressurdor embeddingsophisticateder-
viceswith higherquality in telecommunicatiorsystemsgmbed-
dedsystemarchitecturesre changingwith a shorterandshorter
period. Thesesystemon a chip architecturesnclude IPs or in-
housecomponentsuchas RISC and DSP core processorgon-
nectedto coprocessorand sharinghardwareacceleratorge.g.
ASIP). In an heterogeneoustructure jnter-unitcommunications
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aresupportedhroughtailoreddatabusesor througha oneto one
specificconnectiormodelwherethe protocolsareadaptedo the
typeof eachtransfer We considera databusstructureratherthan
aoneto oneconnectiormodel[4] in orderto providebetterexten-
sion capabilities and to improve the architecture reusability.

As system architecture specification must be pertinent with
respecto furtherdesignstepd.e., it mustsupportarchitecturale-
sign refinements with no need of backward modifications. If the
top-level system specification is too optimistic or imprecise, de-
rived refined systems will impose some architectural modifica-
tionsto matchtheapplicationrequirementdn orderto limit these
feedbackstheinitial systemarchitectureandits maincharacteris-
tics must be set up precisely.

The system level characteristics and parameters taken into
accounthy CODEFare:numberandtype of processorssizeand
accessime of memorieqgi.e.,RAM, ROM, cachenemoriesasso-
ciatedwith programmablg@rocessorandcommunicatiormemo-
ries),internalor externaldistributionof dataandcodesectiongn
processomemoriesgontributionof coprocessorsr hardwareac-
celeratoronperformancandcost,DMA or CPUcontrolleddata
transfers, communication protocols between units (synchronous
or asynchronous), characteristics of I/O ports of units and over-
head due to interrupts.

4. CODEF SYSTEM DESIGN FRAMEWORK

Inputsand outputsof CODEFaredepictedin figure 3. Froman
applicationgraphmodel,a setof constraintsalibrary of potential
hardwareor softwareunits(FSBs),alibrary of taskor processm-
plementationrmodelson the FSBsand an optional predesigned
systemCODEFperformsasystemevel designspaceexploration
andprovidesa setof solutionsthat respectthe constraintsCur-
rently, CODEFtakesinto accountime andareaconstraintsEach
solutionis describedasa setof interconnectedrSBs,a mapping
of the tasksof the applicationgraphmodelon the FSBs,a setof
characteristicge.g. the meanbusy period of eachFSB) and a
scheduleof the tasks(Ganttchart). In figure 2 is illustratedthe
graphical user interface of CODEF.

In order to take into account the designer’s skill, CODEF is
ableto dealwith anoptionalpre-designedystemThis capability
allows the designer to perform iterative system design optimiza-
tionsby tuningthearchitecturendits parametersTheimpactson
performance and cost are immediately evaluated with CODEF-.
This pre-designed system may be a previously designed system
(off-the-shelf) on which an applitan has to be mapped with or
without potential architecture modifications. This facility allows
thereuseof designsr IPs,whichis of primeimportancdor arap-

id development of cost effective architectures.
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5. SYSTEM SYNTHESIS PRINCIPLES

Systemarchitecturesreconstructedn two stepsapartition-
ing/scheduling step which operates on the tasks of the functional
specificatiorto mapthesefunctionalitiesonthe processinginits,
followed by a cormunication synthesis step that determines an
optimized architecture interconnection.

Application i
Design
Model exploration report

Design
Constraints

Library of
Unit models
System
Architectures

System
characteristics

Optional

P
Predesigned System

5.1. System partitioning

The aims of systempatrtitioningarei) to define an architecture
built from the FSBsof thelibrary, i) to assignthetasksof theap-
plication on the FSBsandiii) to definea schedulingof the tasks
thatrespectshe applicationtime constraintsThe FSBsin thear-
chitectureare selectedsuchthatthe total areais minimized. The
partitioningof aboolean-controlledataflow graph(BDF) is per-
formedin two stepsThefirst stepconsistsn identifyingtheworst
casesnvolvedin the BDF graph.Eachworstcasecorrespond$o
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Fig. 4 « The two states of the DFG given in figure 1.

astaticdataflow graphonwhichapartitioning/schedulings per-
formed.

Identification of the worst cases

Settinga valueto eachcontrol input of the routing nodesdeter-
minesaspecificroutingof thedatain thegraph[5]. Thenodesand
edgesactivatedy thisroutingdefineastateof theapplicationand
correspondo asub-graptwhichis apuredataflow graph(Fig. 4).
Thedottededgesorrespondo controlprecedenceis theoriginal
graph.However, it is notnecessaryo partitionall the stateof the
applicationto derive a systemarchitecturethat supportsthe exe-
cution of thewhole application[5]. Indeed,if a systemarchitec-
ture supportsthe real time executionof a stateG;, it is ableto

executeall thestatess; 0 G;. Consequentlyonly theprimestates
Gi/Gjn G;# U, j#i havetobeconsideredo construcasys-

temarchitecturehatincludesall theresourcesequiredto execute
the whole application.
Incremental partitioning of the graph

To determinea systemarchitecturehatsupportshe executionof

the prime stateswe consideran incrementabpartitioningmethod
[5]. At stepi, 0<i < p-1we useaspredesignedystemthesystem
architectureA; providedat stepi-1 to partitionthe graphG;. The

architectureA;,, providedat stepi, supportgherealtime execu-
tion of G; (figure 5). Sincethe successivetepsof theincremental

partitioningcanonly extendthis architecturdif needed)thefinal
architectureA, containstheresourcesequiredto supporthereal

time execution of all the application states.
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Fig. 5 « Incremental partitioning of the prime states

Partitioning of a single data flow graph (a state)

The partitioning/schedulingalgorithm of a dataflow graphis
basednthestaticanalysisof thetime urgencyof taskexecutions
accordingto the applicationtime constraintg6]. The algorithm
usesthis time metricfor selectingthe hardwareor softwareunits
requiredto implementeachtask of the functional specification.
Dependingon thetime urgencyof eachtask,thepartitioninggoal
of CODEFis eitheraperformanceriteria(in orderto avoidtime
violations)or thetotal systemareaor amix. Thepartitioningpro-
cessis controlledby a reusabilityand an instantiationthreshold
parameterthatcanbesetupby thedesignerThesegparameteral-
low the selectionof FSBsaccordingto their time efficiency to
mapthefunctionalitiesof theapplication Automaticor designer-

controlledvariationson thereusabilityandinstantiatiorthreshold
parameterallow varioussystemarchitectureso beexplored The
partitioningalgorithmusesa simplified communicatiormodel.In

orderto getan accuateinterconnectiorbetweenunits of the ar-
chitecture,a communicationsynthesisis performedonce parti-
tioning and scheduling are performed.

5.2.  Communication synthesis

Fromthewhole setof communicationénvolvedin the execution
of the partitionedapplication,communicatiorsynthesisbuilds a

structurecomposedf optimizedresourcesequiredto supports
thesecommunicationg7]. The minimizationof theinterconnec-
tion is realizedby maximizingthe useof synchronougransfers
througharendez-vousr aninterruptmechanismTheseransfers
aresupportedvith a simplebuswhereasasynchronougransfers
requirea memorizationin the interconnectionWhile the parti-

tioning proceedLommunicationgannotbe synchronizedasily.

Therefore the objectiveof communicatiorsynthesisafter parti-

tioningis to synchronizeasynchronousransfersuchthatthereis

no time constraintviolationsandthe total interconnectiorareais

minimized.

A data transfer can be synchronized witleadez-vous
mechanism if the rescheduling of the tasks induced by the syn-
chronizatiorbetweerthe sendeiandthereceiverdo notgenerate
violationsof theapplicatiorntime constraintsA datatransferfrom
ataskr; to ataskt; canbesynchronizedvith aninterrupttriggered
bythesendetothereceiver(respthereceivertothesender)f the
receiver(resp.senderhasasufficientfreememoryspaceo store
the transferred data until they are consumed (resp. requested) by
T;. Interrupt-based synchronous transfers or semi-synchronous
transfers, introduce delays on executions of tasks. Note that the
available memory in the communicating FSBs may vary in the
schedulingaccordingo thesizeof thelocal variablesof thetasks
executed by the FSBBue to these delays, semi- synchronous
transfersareconsidereanly if theydonotinducetime constraint
violations.Thecommunicatiorsynthesisnethodattemptdirst to
synchronize communications withrendez-vougrotocol. If
asynchronous communications remains, the methods tries to
transform them according to the semi-synchronous protocol.

6. EXPERIMENTAL RESULTS

The capabilitiesof CODEFareillustratedthroughthe designof a
subsebf atopboxcomposedf aAC3 audiodecodeandaVV22his
modemIn thelOmsperiodof theVV22hismodenwe considethat
two audiodecodingunctionsareexecutedinsteacof 11ms).The
whole applicationgraphmodel is then composedof three data
flow graphs:a V22bis graphconstrainedat 10 ms,a AC3 graph
constrainedat 5 msanda secondAC3 graphstartingat 5msand
constrainedat 10ms. The whole graphcomposedf thesethree
functions is composed of 253 nodes and 335 edges.

The library of FSBs is composed of a ARM7TDMI proces-
sor,aOAK DSPcore,ahardwareunit (hw_bitAlloc) dedicatedo
the execution of thbit allocationfunction of the audio decoder,
a coprocessor (psd_copro) of the DSP to speed up the bit-alloca-
tion functionandacoprocessoof theDSPto speeduptheinverse
time division aliasing cancellation function of the AC3 decoder.
Theresultof a designspace=xplorationrealizedoy CODEFis il-
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Fig. 6 « Result of the design space exploration.

lustrated in figure 6. This exploration is realized with an empty
initial predesigned architecture. Each point corresponds to a dif-

ferent solution. The architecture corresponding to point (a) in-
cludesaARM7TDMI, aOAK DSPandacoprocessopsd_copro

connected to it. This solution has no hw_bitAlloc hardware unit.
All the others solutions contain this FSB: they are faster but are

more costly.

In figure 7, is giventhe schedulef thetwo AC3 decoderandthe
VV22bis modemafter partitioning. The meanbusy period of the
OAK is 98%andthatof the ARM7TDMI is only 43%. Notethat
the tasksscheduledclose to the time limit (10000 us) on the
ARM7TDMI areissuedromtheV22bisreceiverTheirpredeces-
sorsare scheduledhfter the secondAC3 decoderwhich endsat
9200us onthe OAK DSP.In orderto getalower executiontime
on the V22bis modem,we do a new partitioningusingthe modi-
fied architecturg(a) asa predesignedystem.The modifications
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Fig. 7 « Full schedule provided by CODEF
consistin moving to the ARM7TDMI the V22bisreceivertasks
scheduledhfter9200us onthe OAK. After partitioningandcom-
municationsynthesiswe get the schedulegiven in figure 8.The
tasksof the AC3 decoderandV22bis modemaremappedon the
two processorgccordingto their executiontime/memorytrade-
offs. Theendtimesof thetwo AC3 decoderandthe V22bismo-
demarerespectivelyd.2ms,9.3msand7.8 ms. At bottomof fig-
ure8 areillustratedtheresultsof communicatiorsynthesisall the
transfersaresynchronizedandare supportedoy two busesNote
thatthemeanbusyperiodsof thebusesarelow. Sincewe dispose
of anintervalof 10.0- 9.3=0.7msthereis roomfor optimization
in orderto removeonebus.Improvement®f the communication
synthesismethodto achievethis resultare underprogressThe
Ram and Rom sizes estimated for the processors are:
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Fig. 8 « Final schedule after communication synthes

* ARM7TDMI: 4.6kbytes Rom and 89kbytes Ram,

* OAK DSP: 3.6kbytes Rom and 61kbytes Ram.
This exampleshowstheability of CODEFto explorevarioussys-
temsolutionsandto provideanefficientinteractiveassistancéor
system architdare optimizations.

7. CONCLUDING REMARKS

Our approachs ableto determineefficient systemspecifications
from a functional application description. This is achieved
throughaconstructivepartitioning/schedulinglgorithmfollowed
by aninterconnectiorsynthesisstep.Partitioningexploitsdiffer-
entratio of reusabilityandchoiceof implementatiorsupportsof
tasksInterconnectiorsynthesisattemptgo minimizethecommu-
nication resourceaising synchronougransfers As illustratedin
theexperimentatesultsection afterthis automaticsystendesign
spaceexploration a particularsolutioncanbe selectedor further
optimizationsusingthe tool. The algorithmis ableto startfrom
scratchor from aninitial systemarchitectureln this casethetool
triesto makethe bestre-useof the FSBsandthe interconnection
resources present in the predesigned system.
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