FISCHL AR: AN ON-LINE SYSTEM FOR INDEXING AND BROWSING BROADCAST
TELEVISION CONTENT

N. E. O’Connot S.Marlow, N. Murphy; A. F. SmeatonP. Browne S.DeasyH. LeeandK. McDonald

Centrefor Digital VideoProcessing
Dublin City University, Glasn&in, Dublin 9, Ireland.
oconnorn@eeng.dcu.ie
http://lorca.compapp.dcu.ielddeo

ABSTRACT

This paperdescribesa demonstratiorsystemwhich auto-
maticallyindexesbroadcastelevisioncontentfor subsequent
non-linearbrowsing. Userspecifiedelevision programmes
arecapturedn MPEG-1formatandanalysedisinga num-
ber of video indexing tools suchas shot boundarydetec-
tion, keyframe extraction, shot clusteringand news story
segmentation. A numberof differentinterfaceshave been
developedwhichallow auserto browsethevisualindex cre-
atedby theseanalysistools. Theseinterfacesaredesigned
to facilitateuserslocatingvideo contentof particularinter-
est. Oncesuchcontentis located,the MPEG-1 bitstream
can be streamedo the userin real-time. This paperde-
scribesboth the high-level functionality of the systemand
the low-level indexing toolsemployed,aswell asgiving an
overview of the differentbrowsingmechanismemployed.

1. INTRODUCTION

Applicationsandserviceshasedndigital videocontentare
becomingmorewidespreadThistrendis likely to continue
asevidencedby theincreasinguseof intranetvideostream-
ing in theworkplace theintroductionandsubsequertake-
up of DVD anddigital TV, aswell asthe deployment of
broadbandelecommunicationsetworksto thehome.With
theincreasingamountof videoinformationavailable,there
exists a needfor efficient managemenof this information
on behalfof the provider anda complementaryeedfor ef-
ficientaccessandnavigationof the contenton behalfof the
enduser

The Centrefor Digital VideoProcessingt Dublin City
University is pursuingan on-going researcheffort to de-
velop essentiatechnologiesequiredfor efficient manage-
mentof video content. The projectconcentratesn fully
automaticvideo indexing processesddressingyoth shot-
level andscene-lgel video segmentation. The Centrealso
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addresseshe provision of good video contentnavigation
and browsing supportfor end-userswhich we believe to
be an equallyimportantaspectof video managementThe
work of the Centreto dateis demonstratediia the web-
basedFischir* system.

In this paperwe describethe high-level systemfunc-
tionality of Fischhr, the low-level indexing processeand
the variousbrowsing/naigation interfaceswe have devel-
opedin orderto supportthis functionality An overview
of theentireFischir systems presentedh Section2 which
alsodescribesheusermechanism$or recording(i.e. video
capture)andbrowsing. Section3 describeghe variousvi-
sualindexing toolswe haveimplementedn thesystem.The
six differentbrowsinginterfacesnve have developedareout-
lined in Section4. Finally, our plansfor future work with
the systemarepresentedn Sectionb.

2. SYSTEM OVERVIEW

Fischiris aweb-basedlemonstratiorsystemwhich allows
usersto (i) browsetoday's andtomorron’s television list-
ings, (i) selectprogrammesdo be recorded,analysedand
indexed, (iii) view thevisualindex createdby the systems
indexing tools and (iv) selectcontent,basedon the index,
and have it streamedo themin real-time[1]. The video
senerusedn thesystencanstoreapproximateld00hours
of videocontentwhilst thestreamingechnologyemployed
supportslOOconcurrenusers.
Userscanselectprogrammedgrom eightterrestrialpub-
lic broadcasthannelsTelevision scheduleganbeviewed
by channel programmegenre(e.g. comedy drama,sports,
etc.) or day (i.e. today or tomorrav). Most recently a
personalisedisting servicewasintroducedin orderto of-
fer programmerecommendationdasedon userfeedback
on previously recordedcontent[2]. Whena programmaes
recorded,it is capturedin MPEG-1 format and storedon

1ThenameFischhris derivedfrom two wordsin thelrish languagefis
meaningdreamor vision andchlar meaningprogramme



the systems video sener. This MPEG-1video bitstreamis
thenanalysedisinga setof indexing toolsin orderto create
avisualindex for the content(seesection3).

Oncethe visual index hasbeencreatedit canbe pre-
sentedotheuserin thebrowse/playbaclksectionof Fischhr.
In the browse/playbacksection, the list of recordedpro-
grammescurrently storedby the systemis displayed. The
usercan browse this list by date,channelor personalised
recommendationOncea programmads selectedor view-
ing, its visualindex is presentedo theuserfor furtherbrows-
ing atthelevel of shotsor scenesThevisualindex for each
programmeconsistof a setshotboundariemandassociated
keyframes,possiblygroupedby sceneor subject. A num-
berof differentinterfaceshasbeendeveloped which allow
a userto browsethis visual index in orderto locatevideo
segmentsof particularinterest(seesection4). Oncesuch
asggmenthasbeenlocated,the MPEG-1bitstreamfor that
partof the programmecanbe streamedo the user An ex-
ample of the browse/playbackunctionality of Fischhr is
illustratedin Figurel.
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Fig. 1. Browseandplaybackin Fischiar

3. INDEXING TOOLS

In this section,the differentvideo indexing tools we have
developedandintegratedinto Fischlraredescribed.

3.1. Shot-boundary detectionand keyframe extraction

The coretechnologyin ary video indexing systemis shot-
boundarydetection.We have investigatech numberof dif-

ferent shot boundarydetectionalgorithms([3, 4, 5]. The
firstalgorithminvestigatedandthealgorithmcurrentlyem-
ployedin the “live” versionof Fischir) usesYUV colour
histogramg3]. A histogramwith 192 binsis computedor

eachimage and comparedwith the previous image using
the cosinedistancesimilarity measure. A dynamicthresh-
olding operationwhich adaptsto the characteristicef the

contentbeinganalyseds employedin orderto detectshot
boundariesThis approactworkswell for shotcutsbut may

leadto over sgmentationin the caseof fadesor dissohes.

For this reasona shotboundarydetectionalgorithmbased
on edgedetectionwas investigated4, 5]. A Sobeledge
detectoris appliedto eachdecodeduminanceimageand

the numberof differing edgepixels betweentwo succes-
sive imagesis calculated. Again, a thresholdingprocess
is employedin orderto detectfadesanddissohes. In an

attemptto make the shotboundarydetectionalgorithm as
computationallyefficientaspossible anapproactbasecbn

countingMPEG-1macro-blocktypeswasalsoinvestigated
[5]. This approactdetectsvhenthe numberof Intra coded
blocksrisesabore a pre-determinedhresholdsignallinga

shotboundary

In orderto aid our investigations,an evaluationbase-
line consistingof eighthoursof manuallyindexedtelevision
contentwasemployed. This base-lineconsistsof different
typesof television contentsuchasnews programmessoap
operasetc[3]. Everyshotboundarydetectioralgorithmwe
developis appliedto this base-lineallowing their relative
performanceon a large testcorpusto be evaluated. Using
this baselinework is alreadyundervay to investigatecom-
bining the three approachesutlined above into a unified
approach5s].

Givenshotboundariegor a programmethenext stepis
to extracta representatie keyframefor eachshot. The ap-
proachusedselectsakeyframebasednits similarity (using
the cosinedistancemetric) to the averagehistogramcalcu-
latedover the entireshot[3]. This approachwascompared
to approachesvhich simply selectthe first, middle or last
videoframein ashotandwasfoundto resultin subjectvely
betterrepresentatie keyframes althoughthis improvement
is mamginal.

3.2. Semantichoundary detection

Whilst extractingakey framefrom eachshotgivesanoverview
of the contentsof the video, typically this correspondgo
a large amountof informationwhich mustbe presentedo
theuser In general peopleremembedifferenteventsafter
viewing video content(andindeedthink in termsof events
during the informationretrieval process]6]. An eventcan
be a dialog, actionscene hews story or any otherseriesof
shotsthataresemanticallyrelated.For this reasonwe have
developeda numberof semantidooundarydetectiontools.
A semanticboundaryis definedasthe boundarybetween
two semantiainitswherea semantianit is a seriesof con-
secutve shotsthat are relatedby somecommonthemeor
location[7].

In orderto performscene-lgel analysisof the content,
a shot clusteringalgorithm has beendeveloped. The al-
gorithm we have implementeds basedon the temporally
constrainectlusteringapproachof Rui etal [8]. The main



differencebetweenour approachand that of Rui et al is
the choiceof featuresusedfor eachshot. We usea single
featurecorrespondingo the averagehistogramof the shot,
ratherthanthe multiple featureapproachof Rui etal. We
have foundthatthis approacthasworked well for our pre-
liminary investigationsbut recognisethatit will needto be
extendedin thefuture. Theresultof shotclusteringis a set
of groupsconsistingof visually similar shots. Therelative
temporallocation of shotsacrossgroupsis then analysed
andtemporaloverlapsaredetectedn orderto detectrudi-
mentarysceneboundarieg8].

The outputgroupsof shotshave alsobeenusedin a se-
mantic boundarydetectioncontext in orderto segmentin-
dividual storiesin Irish news programmes.The approach
takenis to attemptto identify groupsof shotscorrespond-
ing to ananchorperson.To this end,anumberof heuristics
basedon the statisticsof the groupsare used. The statis-
tics consideredarethe meanand standarddeviation of the
shotsimilarity measurethe meanandstandardieviation of
the temporaldistancebetweenshots,the numberof shots
and the meanshot length. Four rules are applied which
successiely eliminate groupsas potential anchorperson
groupsto finally settle on the set of groupswhich most
probably containan anchorperson. This approachis de-
signedto allow for news programmeswith multiple news
readersTherulesemployedattemptto encapsulatéhefol-
lowing characteristicef anchorpersonshotsand groups:
(i) anchorpersongroupstendto be largerthanmostother
groupsdueto thefactthattherearemary similar shotscon-
tainedwithin the entire news programme (ii) anchorper
sonshotstendto be longerthanmostothershotsin a news
programme(iii) anchorpersonshotstendto have a global
re-occurrencé¢hroughouta news programmevhereasther
shotsarelocalisedin time, (iv) anchorpersonshotstendto
be extremelysimilarto eachother Someillustrative results
of anchorpersonshotdetectionareillustratedin Figure?2.

4. BROWSING INTERFACES

The designmethodologyemployedin developingthe vari-
ousinterfacesfor browsingthevisualindex is introducedn
[9] anddescribedanddiscussedn detailin [10]. Examples
of userfeedbackve have gatherenthevariousinterfaces
is providedin [10]. In this sectionwe simply presenghigh-
level overview of theinterfaces.

In the scroll barbrowser the usersimply scrollsup and
down throughall available keyframeswhich are arranged
left toright, topto bottomin orderof increasingemporalo-
cationin the programme The advantageof this interfaceis
thatit is easyto use.However, suchanapproactcanresult
in “information overload” for usersdueto the large num-
ber of keyframesassociatedvith video contentof arny sub-
stantiallength. In the slide showv browser(seeFigure3(a)),

Fig. 2. Exampleof anchorshotdetectionin a news pro-
gramme

keyframesare automaticallydisplayedto the userone by
one at rate of 2 per second(approx.). The usercanalso
manually stepforwardsand backwardsthroughthe set of
keyframes.A timelineindicatorbelow the keyframesindi-
catesthe currenttemporallocationin the programme.The
main advantageof this interfaceis thatit providesa sum-
maryof the contentto theuser The maindisadwantagesire
thattypically this summarytakestoo long andthatit is easy
for auserto losethe contect of whathe/shes watching.
Thetimeline browser(seeFigure 3(b)) presents fixed
number (24) of keyframeson one screen. The usercan
move betweenscreensand thus browse different setsof
keyframesby selectingthe associatedemporalsegmenton
the timeline bar. The timeline bar providestemporalori-
entationfor userssinceit is sggmentedn proportionto the
time spanneddy a setof keyframes. A ToolTip indicating
the exact startand end time of eachseggmentis also pro-
vided. Feedbackindicatesthat our usershave found this
interfaceattractve and easyto use. The initial screenof
the overview/detailbrowserdisplaysa smallnumberof sig-
nificantkeyframes(seeFigure3(c)). A moredetailedview
of the video can be obtainedon the secondscreenof this
browser which presentsthe timeline browser to the user
The overvien keyframesare selectedbasedon the results
of the scene-lgel analysisin the genericcase,andon the
resultsof anchorpersondetectionin the specific caseof
news programmes.In the hierarchicalbrowser, keyframes
aregroupednto a hierarchicakreestructurewhich theuser
cannavigate by moving up or down levelsin the hierarchy
(seeFigure 3(d)). The highestlevel consistsof a small set



of keyframesrepresentatie of the entire programme.The
selectionof thesekeyframesimplicitly definesa temporal
segmentationor groupingof the setof keyframes. Subse-
guentlevels containfurther sggmentationsof the previous
level. This approacthaspreviously beenpresentedn [11].
Currentlyin Fischlar, the groupingwhich formsthetempo-
ral sgmentatiorateachevelis pre-definedindis notbased
ontheresultson semantidooundarydetection.

(d) Hierarchicalbrowser

(c) Overview/detailbrowser

Fig. 3. Browsinginterfaces

5. CONCLUSIONS AND FUTURE WORK

TheFischhr systemis currentlyusedby a smallsetof tech-
nically orientedusers.Preparationsreunderwayto extend
this usergroupto includebothtechnicalandnon-technical
userscorrespondingo undegraduatendpostgraduatetu-
dentsin the University. This would constitutea morerepre-
sentatve usergroupandfacilitaterigoroususability studies
of our system.

To date,all indexing toolsemployedin the systemwork
purely on the visual aspectof the video content. This is
usuallysufficient for taskssuchasshotboundarydetection
andkeyframeextraction. However, semanticooundaryde-
tectionwould benefitconsiderablyfrom someanalysisof
the audiosignal. For this reasonjt is intendedto develop
a setof audioanalysistools which canbe combinedwith
our existing toolsin orderto performscene-lgel andeven-
tually event/object-leel analysiswith a view to aiding the
detectionof semantidboundariesTools suchassilencede-
tection,speechvs musicclassificatiorandspealer sgmen-
tationarealreadybeingdeveloped.
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