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ABSTRACT

This paperdescribesan efficient methodfor unsupervised
spealer adaptation. This methodis basedon (1) selecting
a subsetof speakerswvho are acousticallycloseto a test
spealker, and (2) calculatingadaptednodel parametersc-
cordingto thepreviouslystoredsuficientHMM statisticsof
theselectedspeakersdata.In thismethodonly afew unsu-
pervisedtestspeakers dataarerequiredfor the adaptation.
Also, by usingthe sufficientHMM statisticsof the selected
spealers’ data,a quick adaptatiorcanbe done. Compared
with a pre-clusteringnethod the proposednethodcanob-
tain a more optimal speakerclusterbecausehe clustering
resultis determinedaccordingo testspeakess dataon-line.
Experimentresultsshowthat the proposedmethodattains
betterimprovementthan MLLR [1] from the speaketin-
dependentodel. Moreovwer the proposedmethodutilizes
only oneunsupervisedentenceatterancewhile MLLR usu-
ally utilizesmorethantensupervisedgentenceitterances.

1. INTRODUCTION

Variouskindsof speakerndaptatiorscheme$awe beenpro-
posed A speakedependen(-like) modelis trainedusinga
specificspeakes dataor speakerstiatacloseto thespecific
spealer. Forusinga lot of datafor training, it takesalot of
time to make an acousticmodel. Therefore,this type of
modeladaptationis difficult to be usedin the on-line adap-
tationmode.

Tosolvetheabowe problem pre-clusteringnethodhasheen
proposed2]. In this method, se\eral speakeidependent
modelsare preparecbeforeadaptatiormode. It takeslittle
timeto obtainanadaptednodel,becausé¢he closesimodel
for atestspeakeis just selectedntheadaptatiormode.In
thismethod,it is importantto decidewhatkinds of speaker-
dependentodelsareprepared.

MLLR [1] [6] [5] is avery popularschemeandit hasbeen
widely used. MLLR can obtain a large improvementof
therecognitionrateover a speaketindependentnodel. The
combinationof MLLR andthe pre-clusteringnethod[2] is

alsoproposed.In general,to obtaina high improvement,
a lot of adaptatiordatawith the phonemeranscriptionare

neededandit takestime for adaptation.

In this paper a new adaptatiormethodis proposed. This

methodis basedon (1) selectinga subsetof speakersvho

are acousticallycloseto a test speakerand (2) calculat-
ing adaptednodel parametersaccordingto the previously

storedsufiicient HMM statisticsof the selectedspeakers’
data.In this methodonly afew unsupervisetestspeakess

dataare necessaryor the adaptation. Also, by usingthe

sufficientHMM statisticsof the selectedspeakersa quick

adaptationcan be done. Comparedwith a pre-clustering
method,the proposedmethodcan obtain a more optimal

clusterbecausehe clusteringresultis determinedaccord-
ing to the test speakes dataon-line. Experimentresults
showthatthe proposednethodattainsbetterimprovement
thanthoseof MLLR [1].

2. BY SUFFICIENT STATISTICS SPEAKER
ADAPTATION

The proposedmethodis describedn Fig.1. This adapta-
tion schemeconsistof threesteps.In thefirst step,a setof
theparametersf sufficientHMM statisticdor eachspeaker
are calculatedand pre-stored.In the secondstep,a subset
of speakersvho areacousticallycloseto thetestspeakeis
selectedusing speakemodelssuchasa Gaussiamixture
model. The GMM speakemodelis so simplethatit can
performwell evenfor afew testspeakes datawithouttran-
scription.In thethird step,anadaptedacoustianodelis cal-
culatedto combinethesufficientstatistic§rom thespeakers
who areacousticallycloseto thetestspeaker

In this paper speectdataaresampledat 16kHzand16 bits.
Twelfth-ordemel-frequencygepstruncoefficientYfMFCC)
arecalculatecevery10ms. Thecepstrundifferencegdelta-
MFCC) anddelta-powearealsoused.Cepstrummeannor-
malization(CMN) is performedbasedon the whole utter-
anceawerage.
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Figurel: Blockdiagramof the proposednethodbasedn speakeselectiorandsufficientHMM statistics

2.1. Calculating sufficient HMM statistics

Suficient HMM statisticsare the statisticalparameter®f
theacoustianodel,suchasmeansyarianceandE-M counts
of hiddenMarkov models. The parametersre calculated
for eachspeakelindividually. The sufficientHMM statis-
tics areestimatedy oneiterationof the E-M algorithmus-
ing eachspeakes dataand a speakeiindependentiMM
model.

2.2. Selectinga subsetof speakers

In thissectionaspeakeselectionusingGMM is discussed.
To obtain a good adaptedmodel, it is importantto select
a subsetof speakersvho are acousticallycloseto a test
spealer.

In this paper for selectinga subsetof speakersspeaker
modelsconsistingof the64-Gaussiamixturemodel,which
is a phone-independerine-stateHMM, areused. As the
distancébetweerthetestspeakes dataandtheotherspeak-
ers’ ones,the GMM acousticlikelihood for the adaptation
datais used. Thesespeakemodel canperformwell even
for afew testspeakes datawithout phonemeranscription
(in this paper only oneunsupervisegentenceaitterances
usedfor adaptation).Using this measurethe speakerare
orderedaccordingto the similarity to the testspeaker The
top N-nearesspeakerareselectedasa subsebf speakers
for calculatingthe adaptedhcoustiamodel.

Comparedvith pre-clusteringnethodstheproposednethod

canobtainamoreoptimalcluster whichis calledasasubset
of speakerén this paper becauseghe subsets selectecdac-
cordingto thetestspeakes adaptatiordataandthe cluster
canbemoreadaptablehanin the pre-clusteringnethod.

2.3. Calculating adaptedacousticmodels

Performancesvaluationis carried out using the Japanese
dictation systemJulius[4] with the 20k newspapeatrticle
languagemodel.

Given someobsenation from a test speaker a subsetof
speakersvho are acousticallycloseto the test speaketis
selectedusing the abowe procedurein section2.2. In this
section,we discusshow to makean acousticmodel,which
is adaptedo atestspeaker

By introducing the conceptof sufficientHMM statistics,
it takesa little time to calculatean acousticmodelin the
adaptatiorprocedurédecausehesevaluescanbecalculated
before adaptationoff-line. In this method,insteadof us-
ing databasétself, the sufficientHMM statisticsare used
in the adaptationprocedure. It requiresalmostno com-
putationto createan adaptedacousticmodel from these
parameters.This methodhasno inherentstructures limi-
tation of transformation-baseadaptatiorschemesuchas
MLLR [1] [5]. A speakeradaptedacousticmodelis cal-
culatedfrom the sufficient HMM statisticsof the selected
speakersising a statisticalcalculationmethod. This pro-
cedureis equivalentto the one-iterationof HMM training
from the speaketindependentnodel.



3. EXPERIMENT AL RESULTS AND DISCUSSION

Theexperimentaprocedurés summarizedbelow Japanese
speectrorpuscollectedby AcousticalSocietyof Japan3]
is usedin our experiments. Thisdatabaseonsistsof 306
speakrsandeachspeakeutteredabout200sentences.
As anacoustianodel,two kindsof monophonenodelsand
PhoneticTied Mixture (PTM) model [4] areused. PTM
modelis madefrom context-independephonemodelswith
64 mixture componentperHMM stateby assigningdiffer-
ent mixture weightsaccordingto the sharedstatesof tri-
phonesPTM modelcanattainmuchbetterrecognitionrate
than monophonamnodels. PTM HMMs have totally 2500
states.MonophoneHMMs of 43 phoneshawe 3 statesand
eachstatehasamixture of 16 or 64 Gaussians.

46 speakersdataare usedfor testingdata, which are not
includedin the training data. In the proposedmethod,an
adaptednodelis calculatedvithoutusingtestspeakes suf-
ficientstatistics.In the proposednethod,oneunsupervised
sentencedaptatiorutterances used.

The baselinespeakeiindependensystemshaows the aver
ageword error ratesof 18.5% (16 Gaussians)13.5% (64
Gaussiansjor the monophonanodelsand 10.0%for the
PTM model. The resultsof the standardMLLR adapta-
tion[1] aredescribedn Tablel.

In Fig.2,theresultsfor the proposednethodaredescribed.
In thisexperimenttheeffectof thenumberof selectedspeak-
ersis investigated. From the figure, the minimum error
rate of 14.9% (16 Gaussians),10.9% (64 Gaussiansfor
the monophonemodelsand 8.3% for the PTM model are
attained. The proposedmethodattainsbetterresultsthan
onesfor MLLR by ten adaptatiorsentencaitterances As
for theadaptatiortime, usingthe PTM model,the proposed
methodwasroughly threetimesfasterthan MLLR by ten
sentencadaptatiorutterancesandsixteertimesfasterthan
MLLR using the fifty sentenceutterancesn this experi-
ment. Theseresultsaresummarizedn TablelandFig.2.

Fromtheresultsn TablelandFig.2,theproposednethod
attainsbetterrecognitionratesthanthe onesfor MLLR by
ten adaptationsentenceutterances.The proposedmethod
is especiallyefficientunderthe conditionthat only a small
amountof adaptatiordatais available. MLLR needsmore
thantensentenceitterance$or adaptatiorio attainthegood
recognitionrate. And asfor adaptatiortime, the proposed
methodis fasterthan MLLR for PTM. As the numberof
adaptatiorsentenceitterancesreincreasedthe difference
of the adaptationtime betweenthe proposedmethodand
MLLR becomesargeandmorecritical.

In the proposedmethod,an unsuperviseddaptationsen-
tenceutterances used,butin MLLR morethanten super-
visedsentenceutterancearerequired. Therefore the pro-
posedmethodis more usefulto reducea testspeakess ef-

Tablel: Comparisorwith MLLR

| method | proposednethod | MLLR
unsupervised supervised
# of sentenceitterances 1 10 50
monophpone
model(16 14.9% 15.6% | 13.8%
word Gaussians)
monophpone
error model(64 10.9% 12.6% | 12.0%
Gaussians)
rate | PTM (phonetic
tied mixture 8.3% 9.0% | 7.6%
model)
20.0
speaker-independent model
18.0 proposed method
VILELH |
160 MLLR 50
S
$140
]
glz.o
S
z
10.0
8.0}
4 | | |
monophone 16 monophone 64 PTM
model
Figure2: Comparisorwith variousmodels
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As for the numberof selectedspeakersfrom the resultsin
Fig.2,the optimumnumberare20, 40 and80 for themono-
phonewith 16 Gaussianghe monohonewith 64 Gaussians
and PTM, respectiely. The numberof selectedspeakers
becomedarger asthe modelis more complicated.As for
recognitionrates higherrecognitiorratesareattainedasthe
modelis morecomplicated.

In Fig.4,theimprovementf theaccuracyor eachspeaker
are showvn, where the resultsare the bestonesfor PTM
in which 80 speakersare selectedor the adaptation.The
horizontalaxis notestest speakersvho are sortedaccord-
ing to the word recognitionaccuracyof the pre-adaptation
(speaketindependentjnodel. Fromtheresults thelow ac-
curacyspeakerarehighly improved. Theworstrecognition
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Figure3: Word errorratefor the proposednethod

rateis highly improved.

4. CONCLUSION

A new unsuperviseddaptatiormethodis proposed. This
methodis basedon (1) selectinga subsetof speakersvho
are acousticallycloseto a test speakerand (2) calculat-
ing adaptednodel parametersiccordingto the previously
storedsufficientHMM statisticsof the selectedspeakers
data.In this method only afew unsupervisetestspeakes
dataare necessaryor the adaptation. By using the suffi-
cientHMM statisticsof the selectedspeakess data,a quick
adaptationcan be done. Comparedwith a pre-clustering
method, the proposedmethodcan obtain a more optimal
clustemecauseheclusteringresultis determinedccording
to testspeakess dataon-line. Experimentresultsshowthat
the proposednethodattainsbetterimprovementthanthose
of MLLR. The proposedmethodis especiallyefficientun-
derthe conditionthatonly a smallamountof unsupervised
adaptatiordatais available.
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