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ABSTRACT

One problem of great interest to the signal processing community
is that of estimating the frequencies of sinusoids buried in noise.
Traditional methods applied to a fullband signal fail to estimate ac-
curately when the signal-to-noise ratio (SNR) or spacing between
frequencies is small. They also fail when the noise is not white
and its statistics are unknown. In this paper, we consider these
methods when applied to the subbands of a filter bank and show
that, through proper choice of analysis filters, the local SNR and
frequency spacing increase by the decimation ratio. We also show
that the subband noise processes will be, on average, more “white”
than the fullband one in terms of the spectral flatness measure.
This suggests that if the noise statistics are unknown, there will be
less error by estimating in the subbands as opposed to the fullband.
Experimental results support this theory, as we shall show. 1

1. INTRODUCTION

The problem of sinusoidal frequency estimation arises in many
signal processing applications, most notably array processing. Tra-
ditional methods to do this, such as the MUSIC algorithm and the
principal components linear prediction (PCLP) method, perform
poorly when the SNR and spacing between frequencies is small.
In addition, the input noise is assumed white. If this is not the
case, colored noise can be accomodated, provided that its statis-
tics are known. However, such statistics may not be known and
instead, the noise may be incorrectly assumed white. Such short-
comings lead us to explore new methods to overcome them.

In this paper, we show how to use a digital filter bank to ad-
dress this problem. With ideal analysis filters and white noise, the
local SNR and frequency spacing in the subbands exceed those in
the fullband by a factor equal to the decimation ratio. Heuristically,
it is clear that if the filters are not ideal but sufficiently supress
spillover between adjacent bands, the above will still hold approx-
imately. Regarding colored noise, we then show, using the spectral
flatness measure [7], that for a broad class of analysis banks, the
geometric mean of the subband flatness measures is always greater
than or equal to the input flatness. This is a generalization of a re-
sult given by Rao and Pearlman [4]. It suggests that if the noise
statistics are unknown, assuming the noise to be white in the sub-
bands is less harmful than in the fullband. An example is provided
which supports this theory.

1Work supported in parts by the NSF grant MIP 0703755, and by Mi-
crosoft Research, Redmond, WA.

1.1. Notations

All notations are as in [5] and [7]. In particular,
� � � � � �

denotes
the rank 
 pseudoinverse of a given matrix, in which only the 

largest singular values are preserved while the rest are set equal to
zero. The Fourier transform of � � � 
 �

is denoted by � � � � � � � � � �
.

1.2. Preliminaries

We assume the following discrete time signal model � � 
 �
.

� � 
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(1)
Here, 
 sinusoidal signals

) $ � 
 �
, each scaled by the factor '

$
, are

buried in the complex noise process
, � 
 �

. The goal is to determine
the frequencies 7

$
given only 8 9 observations of � � 
 �

. The mag-
nitudes

3 '
$ 3

are unknown but fixed, while the phases ;
$

are each
uniformly distributed over the interval � < > . > �

and pairwise inde-
pendent. Finally,

, � 
 �
is a zero mean wide sense stationary (WSS)

process uncorrelated with the sinusoidals. Traditional methods ex-
ploit the special form of the autocorrelation of � � 
 �

. From the
above assumptions, this sequence is given by,

@ A A � C � ! �# $ % & E
$ � � � 0 F + @ G G � C � . E

$ J 3 '
$ 3 K

(2)

Here, E
$

denotes the power of the L -th sinusoid. As the PCLP
method has been shown experimentally to approach the Cramer-
Rao bound for frequency estimation closer than other techniques
[2], we will use this method here for estimation in the subbands.

The PCLP Method: Tufts and Kumaresan introduced the
PCLP method in 1982, as described in [5]. Here, the 7

$
’s in (1)

are estimated as peaks of the following pseudospectrum, obtained
with � � 
 �

’s 8 M 8 autocorrelation matrix, P A
.QR S T U S � � � � � ! X3 ' � � � � � 3 K

' � Y � ! � X Y [ & ] ] ] Y [ � _ [ & � � a XQ c dQ c ! < QP � � � �A g A .
where P A ! � g A QP A �

Equivalently, the 7
$
’s are estimated as the phases of the roots of

the polynomial ' � Y �
closest to the unit circle. Here, we need 8 i
 . One advantage of this method over others is that it has been

shown experimentally [5] to be insensitive to an overestimation of
 . This is important, since the exact number of sinusoids in each
subband of a filter bank will not be known, even if 
 is known.
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Fig. 1. The | -channel nonuniform analysis bank

2. ANALYSIS OF SUBBAND FREQUENCY ESTIMATION

Suppose that the signal � � 
 �
in (1) is input to the analysis bank

shown in Figure 1. For now, assume that the decimation ratios are
all equal, i.e.


 } ! �
for all � � � � � < X . Then, the

autocorrelation of the subbands signals � } � 
 �
is given by,

@ � � � � � C � ! S# $ % & E
$ 3 � } � � � � 0 � 3 K � � � � 0 F + @ G � G � � C �

(3)

Here
, } � 
 �

denotes the noise process seen in the � -th subband.
It can easily be shown that if � 3 � } � � � � � 3 K � � � ! X for all � and
the input noise

, � 
 �
is white with variance � KG

, then
, } � 
 �

is also
white with variance � KG

. Suppose, for example, that we have,

3 � } � � � � � 3 K ! � � . 7 � � }
� .

otherwise

. � } J � � > �� . � > � � + X �� �
(4)

With this choice of analysis filters, we will soon see that the local
SNRs and frequency spacing increase by the decimation ratio

�
.

2.1. SNR and Frequency Spacing Amplification

With the
3 � } � � � � � 3 K

as in (4), we have, from (3),@ � � � � � C � ! #� 0 � � � � E
$ � � � � 0 F + @ G � G � � C �

! � �# $ % & QE
$   } � � ¢� 0 £ � F + @ G � G � � C �

(5)

Here 
 }
denotes the number of sinusoids present in � } � 
 �

, whileQE
$   } ! � E

$
and

Q7 $   } ! � 7 $ ¤ ¥ § � > denote, respectively,
the power and frequency of the L -th sinusoid in the � -th subband,
where 7 $ � � }

. If
, � 
 �

is white with variance � KG
, then we have@ G � G � � C � ! @ G G � C � ! � KG © � C �

. Hence, if 7 $ � � }
, the SNR of

the L -th sinusoid in the � -th subband is,

SNR

$   }   9 « ¬ ! QE
$   }� KG ! � E

$
� KG ! � �

SNR

$   ® « ¯ ¯ �
and so the local SNR increases by a factor of

�
.

If 7 F and 7 ¯ are two frequencies in the interval � }
, then we

can express them as,

7 F ! � > �� + ° F . 7 ¯ ! � > �� + ° ¯

where � � ° F . ° ¯ ² K ³ }� . The spacing between 7 F and 7 ¯ is´ 7 ® J 7 F < 7 ¯ ! ° F < ° ¯ . As
Q7 $   } ! � 7 $ ¤ ¥ § � > , we haveQ7 F   } ! � ° F and

Q7 ¯   } ! � ° ¯ , and so the spacing between
Q7 F   }

and
Q7 ¯   }

is simply
´ 7 9 J Q7 F   } < Q7 ¯   } ! � � ° F < ° ¯ �

. Hence,´ 7 9 ! � ´ 7 ®
and so the frequency spacing increases by a factor of

�
.

With non-ideal analysis filters which are relatively flat in the
passband and provide enough attenuation in the stopband, the SNR
amplification property will hold approximately, while the increase
in frequency spacing will hold exactly.

2.2. Mapping the Subband Frequencies Back to the Fullband

As we desire the fullband frequencies, we need to map the subband
frequencies to the fullband ones. If the filters are as in (4), no
aliases of the sinusoids appear in more than one subband, and we
can map the frequencies as follows.

7 F ! � > � + Q7 $   }� for some
C

(6)

With a sizeable amount of spectral overlap between adjacent anal-
ysis filters, an ambiguity exists as to which fullband frequency an
observed subband one corresponds. This can be resolved by com-
paring the size of the peaks of the pseudospectra of the adjacent
subbands. The subband whose pseudospectrum is largest at an
observed frequency is likely to be the one in which the original
fullband sinusoid lies and so we can then use (6) to determine the
fullband frequency. If we consider the real analog of the model in
(1) and impose that the analysis filters are real-coefficient filters,
results analogous to (6) hold but are omitted for sake of brevity.

3. THE WHITENING OF NOISE IN THE SUBBANDS

If · � 
 �
is a WSS process with variance � K¸ and power spectral

density (psd)
R ¸ ¸ � � � � �

, then its spectral flatness measure ¹ K¸ is
defined to be [7],

¹ K¸ J � º ¼� K¸ .
where ½ ¸ ! X� > ¿ ³[ ³ À Â R ¸ ¸ � � � � � Ã 7

Throughout this section, suppose that � � 
 �
is any WSS process

input to the analysis bank of Figure 1 in which we have,� [ &# $ % Ä X
 $ ! X . � 3 � $ � � � � � 3 K � � 2 0 ! X Å L . � [ &# $ % Ä
3 � $ � � � � � 3 K
 $ ! X Å 7

(7)
Before presenting the main theorem, we first prove two results.
For brevity, we define Æ J

lcm Ç 
 $ È
.

Lemma 1: Geometric mean of the subband variances. We
have, � [ &É$ % Ä Ê � K� 0 Ë ÌÍ 0 � � KA .
with equality if

R A A � � � � � ! Ï � � � U � �
for some

Ï � � � � � Ð � .
Proof: This is easily proven by using the generalized arithmetic-

geometric mean inequality. See (3.36) and (3.40) of [6] for a proof.Ò Ò Ò
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Theorem 1: Arithmetic mean of the subband quantities½ � 0 . We have, � [ &# $ % Ä X
 $ ½ � 0 Ð ½ A .

with equality iff
R A A � � � � � ! Ï � � � U � �

for some
Ï � � � � � Ð � .

Proof: From the log-sum inequality [1], if Ô Ä . Õ Õ Õ . Ô � [ & andÖ Ä . Õ Õ Õ . Ö � [ & are nonnegative numbers and the set Ç Ô ¯ È
is a prob-

ability density function (pdf), then we have,

À Â × � [ &# ¯ % Ä Ô ¯ Ø Ð � [ &# ¯ % Ä Ô ¯ À Â Ö ¯Ô ¯ (8)

with equality iff
Ö ¯ ! Ú Ô ¯ for all Û and for some

Ú Ð � . As� 3 � $ � � � � � 3 K � � � ! X for all L from (7), if we define Ô ¯   $
as Ô ¯   $ J&2 0 ÞÞÞÞ � $ ß � � à á â ã ä åÍ 0 ç � ÞÞÞÞ K

, then Ç Ô ¯   $ È
is a pdf for all L . Thus, as any

psd function is nonnegative, for any 7 . L , we have, from (8),

À Â × X
 $ 2 0 [ &# ¯ % Ä R ¸ 0 ¸ 0 ß � � à á â ã ä åÍ 0 ç � Ø
Ð 2 0 [ &# ¯ % Ä Ô ¯   $ À Â é êêêë

&2 0 R ¸ 0 ¸ 0 ß � � à á â ã ä åÍ 0 ç �&2 0 ÞÞÞÞ � $ ß � � à á â ã ä åÍ 0 ç � ÞÞÞÞ K í îîîï! X
 $ 2 0 [ &# ¯ % Ä ÞÞÞÞ � $ ß � � à á â ã ä åÍ 0 ç � ÞÞÞÞ K À Â ß R A A ß � � à á â ã ä åÍ 0 ç � �
(9)

Here, (9) follows from the fact that
R ¸ 0 ¸ 0 � � � � � ! 3 � $ � � � � � 3 K R A A � � � � �

for all 7 . L . We have equality above iff
R A A � � � � �

is periodic with
period

K ³U , which is equivalent to saying that
R A A � � � � � ! Ï � � � U � �

for some
Ï � � � � � Ð � . From (9), we have,½ � 0 ! X� > ¿ ³[ ³ À Â × X
 $ 2 0 [ &# ¯ % Ä R ¸ 0 ¸ 0 ß � � à á â ã ä åÍ 0 ç � Ø Ã 7Ð X� > 
 $ 2 0 [ &# ¯ % Ä ¿ ³[ ³ ÞÞÞÞ � $ ß � � à á â ã ä åÍ 0 ç � ÞÞÞÞ K

M À Â ß R A A ß � � à á â ã ä åÍ 0 ç � � Ã 7! X� > 2 0 [ &# ¯ % Ä ¿ ä â ã ä åÍ 0â ä â ã ä åÍ 0 3 � $ � � � ñ � 3 K À Â � R A A � � � ñ � � Ã ò! X� > ¿ ³[ ³ 3 � $ � � � � � 3 K À Â � R A A � � � � � � Ã 7 (10)

We have equality iff
R A A � � � � � ! Ï � � � U � �

. As (10) is true for allL , we have,� [ &# $ % Ä X
 $ ½ � 0 Ð X� > ¿ ³[ ³ × � [ &# $ % Ä 3 � $ � � � � � 3 K
 $ Ø À Â � R A A � � � � � � Ã 7! X� > ¿ ³[ ³ À Â � R A A � � � � � � Ã 7 ! ½ A
(11)

Here, (11) follows from (7). As we have equality iff
R A A � � � � � !Ï � � � U � �

, this completes the proof.
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Fig. 2. Input noise power spectrum

ó ó ó
Combining Lemma 1 and Theorem 1, we have the following

theorem. In the next section, an example is given showing how
this can be related to the problem of estimating sinusoids in noise.

Theorem 2: Geometric mean of the subband flatness mea-
sures. We have, ô õö ÷ ø ù ûüý þ ÿ �

ô õö � � �� � 	
ô õ

�
with equality if � � � � � � � � is of the form � � � � � � � � � � � � � � � � for
some � � � � � � 	 !

.
Proof: We have the following.ô õö � # $ % ' ø ù û) ý þ ÿ *, ý - ö � /

ø ù ûüý þ ÿ � 0
õö � � �� � 	 # $ % ' ø ù û) ý þ ÿ *, ý - ö � /

0
õ

� 	 � 3 40
õ

� �
ô õ

�
(12)

Here, (12) follows from applying Lemma 1, then Theorem 1, and
finally the fact that the exponential function is monotonic increas-
ing. As a sufficient condition for equality in (12) is that � � � � � � � � �� � � � � � � for some � � � � � � � 	 !

, this completes the proof.ó ó ó
4. EXPERIMENTAL RESULTS

We will consider here the real analog of the model 7 � , � given in
(1). Suppose that the input 7 � , � to Figure 1 is given as,7 � , � � 8 : ; = ? � A û , C D û � C 8 : ; = ? � A õ , C D õ � C F � , �
Here, A û � ! G H H H J

and A õ � ! G H K J
, while the noise process F � , �

is a real ARMA(18,17) process with psd shown in Figure 2. We
chose the number of observations to be L M � * : O . It should be
noted that since the frequency spacing is A õ P A û � ! G ! R K * : Sõ U

V W � ! G ! R Y ! Y
, the frequencies can not be estimated from the

Fourier transform of the observed signal 7 � , � , as the frequency
spacing is below the spectral resolution of the Fourier transform of
the finite length observation of 7 � , � .

The analysis bank in Figure 1 used was an 8-channel cosine-
modulated filter bank [7] designed using a Kaiser window proto-
type as described in [3]. The magnitude responses of the filters
are shown in Figure 3. With these set of filters, the subband noise
flatness measures shown in Table 1 were obtained. The flatness
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Fig. 3. Magnitude responses of the analysis filters Z [ ] _ a
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y z { { | } ~ � � � t � w � � � � � �

� � � � z | | } ~ � � � � � � �
� ~ � � z | | } ~ � � � � � � �

� � � � z | | } ~ � � � � � � �
� � � � z | | } ~ � � � � � � �

� � � � z | | } ~ � � � � � � �
� � � � z | | } ~ � � � � � � �
� � � � z | | } ~ � � � � � � �

� � � � z | | } ~ � � � � � � �
� � � � � � � � � � � } ~ � � � z | | } ~ � � � � � � � �

Table 1. Flatness measures of the observed noise processes

of the noise increased noticeably in each subband. In accordance
with Theorem 1, the geometric mean of the flatness measures of
the subband noise processes exceeds that of the input noise.

PCLP pseudospectra were computed using 50 independent ob-
servations of �

� 
 �
assuming the input noise to be white. The full-

band pseudospectra are shown in Figure 4.
Note that both 7 & and 7 K fall within the passband of the 4-th

analysis filter. The pseudospectra for this subband are shown in
Figure 5. Both the fullband and subband plots indicate the pres-
ence of two main peaks. We should mention that the pseudospectra
of adjacent subbands also have peaks where those from Figure 5
occur, indicating nonnegligible spectral overlap between the sub-
bands. But as the peaks are strongest in the 4-th subband, we de-
duce that the fullband sinusoids came from the passband of the 4-th
analysis filter, enabling us to map back the frequencies uniquely.

The mean and standard deviation of the estimates of 7 & and
7 K using both methods are shown in Table 2. The subband esti-
mates, when mapped back, were more accurate on average than
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Fig. 4. Fullband pseudospectra
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Fig. 5. Pseudospectra of the 4-th subband
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Table 2. Comparison of fullband and subband methods

the fullband ones. Also, there was less deviation among the sub-
band estimates. Hence, more accuracy was obtained by assuming
the noise to be white in the subbands as opposed to in the fullband.

5. CONCLUDING REMARKS

Both the theoretical and practical results presented here reveal ad-
vantages to subband frequency estimation. Such benefits do not
come without a price. In practice, we only have finite data records.
Due to the decimation, fewer observations of the input signal are
present in the subbands, which adversely affect the bias and vari-
ance of correlation functions estimated there from the observed
data. Thus, a tradeoff exists between the number of subband sig-
nals and input observations available.
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