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ABSTRACT

We consider the problem of designing a wireless communi-
cation system where one of the two ends in the link is to-
tally passive and can use very simplified analog technology,
such as filters and non-linearity. This study builds the back-
ground and proposes possible solutions for the design of
Sfuture ultra-miniaturize wireless transceivers, operating on
ranges of picocells, that may serve a wide range of civil and
military applications.

1. INTRODUCTION

Joint detection algorithms, smart antennas, space-time mod-
ulation, turbo-coding are the emerging techniques that are
proposed to push to the limit the bit rates of cellular sys-
tems. Even having the computing power available on tiny
chips, all the techniques mentioned above require that de-
vices such as oscillators, AD/DA converters, multiple an-
tennas are included in the analog front-end. But if the sys-
tem architecture has to be drastically simplified to miniatur-
ize the transceiver, then also the processing has to be sim-
plified. The system we are considering in this work will
have neither AD/DA converters and DSP, nor an oscilla-
tor, in order to reduce the transceiver size and the power
consumption. Around this type of mobile stations (MS)
we want to build a compatible wireless cellular system. In
this paper we try to identify the modulation, multiplexing
and signal processing techniques that can be utilized for the
communication between the MS base station (BS). Specif-
ically, assuming that we can only use passive analog de-
vices operating as programmable filters and non linearity:
1) the MS receiver can use the received signal to remove
the carrier; ii) to transmit at the radio frequency (RF) with-
out oscillator the MS only filters and reflect back the signal
received from the BS at specific times, embedding the mes-
sage bits in the filter parameters. The most elementary filter
consist is a simple delay. Thus, a passive transceiver able
to control the delay can therefore encode and transmit the
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Fig. 1. Block diagram of the transceiver at the MS.

data using Pulse Position Modulation (PPM). PPM and Dif-
ferential PPM (DPPM) are widely used in infrared optical
communications (see e.g. [4]) and at RF [6] for Ultra-Wide
Bandwidth (UWB) communications. Programmable filters
can be designed using Surface Acoustic Wave (SAW) De-
vices, recently proposed for the design of Direct Sequence
Code Division Multiple Access (DS-CDMA) receivers, to
implement the despreading operation [2]. SAW devices are
passive, provide the flexibility in designing the impulse re-
sponse and can be integrated with the other circuitry at a
very small scale. Thay can be programmed by using Mi-
cro Electro Mechanical Systems (MEMS) governed by a
micro-controller (see Fig.1). At the same time, not having
an oscillator the receiver can decode data that are differen-
tial encoded by mixing the modulated pulses correspond-
ing to successive signaling intervals, removing the residual
phase ambiguity and generating a low pass component. For
the limitation in range and bit rates we may classify these
as indoor wireless picocellular systems [5] that, for exam-
ple, can be used to monitor and track the mini-MS attached
to objects and/or people, or in general to remotely control
and communicate with distributed micro-agents. Challeng-
ing networking, propagation and hardware issues are related
with the design. Our goal is to investigate the information
and signal processing aspects of the problem. We will de-
scribe possible modulation and detection schemes for down-
link and uplink, that can operate in frequency selective fad-
ing, using the minimal resources available at one of the two
ends of the communication link.



2. DOWNLINK AND DIFFERENTIAL DS-CDMA

Since the active end in the link is the BS, in the downlink
the system can be described in the same terms of a stan-
dard cellular system, except that the receiver structure is ex-
tremely simplified. The limited computational capabilities
of the receiver make us a priori exclude that the downlink
will be spectrally efficient. On the contrary excess band-
width has to be used to provide a simple way to achieve sig-
nal separation and combat fading. The fact that the receiver
does not have an oscillator has two main consequences: i)
the same received signal has to be used for downconver-
sion; ii) FDMA is not an option. Down-conversion without
using an oscillator can be obtained by multiplying the sig-
nal with a replica of the same signal. Spreading codes and
wideband transmission may provide both multiplexing ca-
pabilities as well as the spreading gain that can alleviate the
effects of fading. The spreading technique that we propose
spreads respectively odd and even symbols through codes
co(t) and cg(t) such that their product ¢(t) = co(t)cr(t)
is the user spread-spectrum sequence. We refer to this tech-
nique as Differential Direct Sequence Code Division Multi-
ple access (DDS-CDMA). The signal bandwidth B is deter-
mined by the bandwidth of ¢ (¢) and cg (t). We assume that
co(t) = i_pco(n)g(t—nT), cu(t) =Yy cp(n)g(t—
nT') where g(t) is a normalized raised-cosine characteris-
tic with roll off p and bandwidth B = K (1 + p)/T that
is also the transmit bandwidth, whereas K is the spread-
ing gain. Note that ¢(t) = Y ' co(n)eg(n)g?(t — nT)
where g2(t) is also a Nyquist characteristic. DDS-CDMA
allows us to obtain the down-conversion by multiplying the
received signal by its replica delayed by one symbol, with-
out loosing the ability to achieve the matched filter spread-
ing gain, as will be demonstrated by the analysis that fol-
lows. Denoting by T' the symbol and code duration, by
an arbitrary initial phase and by «,, the information bearing
symbol, the transmit signal is

u(t) = Zco(t —(2n —1)T) cos(wet + 9 + aap—_1)

n=—oo

+ cg(t — 2nT) cos(wet + P + aoy). (1

Assuming that the channel coherence time is > T and con-
sidering the signals coming from other BS or reflected by
other MS as part of the receiver additive white Gaussian
noise v(t) with spectral density No/2, the high-pass signal
received at the mobile station (MS) is

L—-1

x(t) :ZAlu(t — 1) +n(t). )

=1

At the MS z(t) is multiplied by its replica delayed by T'

-1
z(t)z(t-T) = Z ArApu(t — mu(t — 7 — T') +o(t)
(Ip)=1

where v(t) = n(t)n(t —T)+nt)(z(t—-T) —n(t-T))+
n(t—T)(xz(t)—n(t)) is the noise term. If T > max(7;) the
ISI can be neglected and each product u(t —7;)u(t — 7, —T')
can be explicitly written as follows

u(t—m)u(t—7,—T)= Z co(t—nT—m)cg(t—nT —1p)

X cos(we(t—11) +azn_1) cos(we(t—T —7,) +aap)

where the product of the two cosine waveforms can be de-
composed using the trigonometric identity cosacos S =
0.5[cos(ac — ) + cos(a + 3)]. Thus, for p = | we have

u(t—m)u(t-n-T)= Y c(t—nT—m)

x0.5[cos(aa, — azpng — weT) + cos(2w.t + )]

where v = w.(21; — T) + asp1 + ao,. Assuming that
the transmitter has differentially encoded the information
bits 3, so that 8, = as, — as,1 — w.T and also that
B < w,/m, after the matched filter with impulse response
h(t) = ¢(T — t) the components at frequency w./7 are
cancelled and the output signal can be decomposed in three
terms:

z(t)

/OO c(t =T+ 7)z(r)z(r — T)dr 3)

— 00

= Y cos(8) Y SRt~ (- T — )

n=-—o0o l
+ ZAPAI/ c(t—T + m)u(t—m)u(r—7,—T)dr
A oo

+ /°° c(t—T + myv(r)dr

Modelling co(t) and cg(t) as white independent processes
with unit variance and independent from the noise, at t #
7; all the terms in (3) have zero mean and variance pro-
portional to the spreading gain K; in addition, due to the
matched filtering operation, their probability density func-
tion (PDF) is close to a Gaussian PDF. In contrast, at ¢t = 7;
the first term has zero variance and mean proportional to
K. The contribution at different 7; can be added coherently,
similar to a Rake receiver, by using a simple moving average
filter lasting approximately the delay spread. By increasing
K we can set a suitable threshold in order to reach the de-
sired probability of detection for a given probability of false
alarm. We do not include the analysis for brevity but we
illustrate the performance by simulation in Section 4.



3. UPLINK

In the uplink the MS only filters and transmit back the signal
received from the BS.

3.1. Received signal model

Given that the BS uses an oscillator to extract in phase and
in quadrature components, we can describe the uplink sig-
nal in terms of its complex envelope. Modeling the mul-
tipath channel as a linear time invariant filter with impulse
response h(t) = Ele Ajexp(jon)d(t—m), which includes
the propagation delay of the waveform from the BS to the
MS, the signal received at the BS is:

x(t) = h(t) * h(t) * s;(t) * c(t) + n(t) 4

where c(t) = cr(t) + jeo(t) is the code transmitted by
the BS, n(t) is the receiver noise and s;(t) is the complex
envelope of the MS signaling waveform:

Q i 3
sit) = S SPelal s(1 — €y, (5)
g=1

where S,Si) and féi) are the passive filter parameters. The
last is a generalization of PPM, which correspond to using
the simplest possible filter impulse response as a message,
namely a pure delay.

3.2. A simple communication protocol

Just for the sake of demonstrating how our idea could pos-
sibily work we introduce a simple communication proto-
col, illustrated in Fig.3.2. We assume that the MS transmits

jBS data packet|_||\/s| m ,\/5| ....... -

Fig. 2. BS/MS communication session.

back after receiving a packet of data of fixed size, at which
point periodically the micro-controller switches the antenna
to transmit every 27" in the odd symbol periods (the switch
indicated in Fig.1 with a circle) while the BS is transmit-
ting every 27" on the even symbol periods. The automatic
reply from the MS is both an acknowledgement to the BS
and a way to track the MS position. The subsequent pulses
will be sent at half the rate by the BS. In N + () pulses the
MS will send to the BS a training sequence of length /V and
Q@ log, M bits, where M is the constellation size, indicating
the MS message length D (0 < D < 2Q'°82 M) Within the
same cell in the uplink interference occurs only because the
BS interrogates multiple MS at the same time. The use of
signature codes for the different MS is necessary even if the

MS are interrogated in separate time slots, because only one
of the MS in the cell has to reply to the inquiry, and this is
obtained asynchronously by using different spreading codes
for each MS in the cell. The MS will return the “call” from
the BS only after detecting a fixed number of symbols, to
limit the collision rate. Finally, the message from the MS
to the BS is embedded in the parameters of the filter s(t)
in Fig.1. As shown in the ensuing sections, this model pro-
vides a very simple setting to access the link capacity and to
determine the structure of the optimal detection scheme.

3.3. Uplink Capacity

The capacity of the uplink channel is given by

B
C:[Blog(l+Sss(f)|C(f)|2|H(f)|4/N0)df (6)

where B is the bandwidth, which is limited by |C(f)|* and

is obtained using the optimal statistics for the signaling wave-
form, i.e. assuming that s(t) is a realization of a Gaussian

process. The maximum information rate is achieved by op-

timizing jointly Sss(f) and |C(f)|>. The transmit power

is limited by the BS since the MS is passively transmit-

ting back the received waveform. Thus, we can optimize

|C(f)|? to maximize C' under the power constraint

B
/ |IC(f)fPdf =P. 7
-B

The optimization leads to the solution

CHP = [W = No([H(£)I*Ses (1) ']
referred in the literature as “water-filling”[1], where W is
the “water-level” which is fixed by imposing (7). Note that
the optimal |C(f)|? can be used only in a time frame where
the other receivers in the cell are forced to be silent and
|C(f)]? is not used as the MS signature code.

®)

3.4. Detection Scheme

Motivated by the results in Section 3.3, we can model our
generalized PPM waveform s, (¢) in (5) as a realization of a
Gaussian process with zero mean and correlation R, (1) =
E{sm(t)sm(t+7)}. Atthe BS r(t) is matched filtered with
¢(t), and the residual IST is negligible if the time between
two successive pulses AT is such that

AT > 2max(r) + 0+ T, )

where 6 is such that for [t > 6 the code autocorrelation
|Rc(t) * sm(t)] # 0V m = 1,..., M, with M indicating
the number of distinct correlations Ry, (7) the MS is able
to generate with its programmable filter. The transmission



rate in bits/sec. is log, (M) /AT. Including the convolution
with the matched filter, received signal is

oo

2(t) = g(t)* Y st —iAT) +n(t), (10)

i=—00

where g(t) = h(t) * h(t) *x R.(t — T'). The BS samples
at the Nyquist rate z(t) obtaining the sequence of samples
z[n] := z(n/2B — 0 —T) over K = |AT/2B]. Denot-
ing as x; = (z[iK],... ,z[iK + K — 1])T and as G the
Toeplitz convolution matrix corresponding to the convolu-
tion with g[n] := g(n/2B), our detection problem can be
formulated as the classic problem of detection of random
signals embedded in noise[3], i.e.:

Hm: x;=Gsp+n, m=1,... M (1D

where s, is ~ N(0,Cs, ) and, assuming that R.(¢) is a
Nyquist characteristic, n ~ N (0, NoI). If we assume that
G is known, the Maximum Likelihood (ML) decision is

A~

Hm = argmax p(x;[H;) (12)

where x;|H; ~ N'(0, (GCs; G¥ + NoI)). The maximiza-
tion in (12) is obtained by using the estimator-correlator de-
tector (see [3, Chap. 5]):

IGC,,, GH + NI
IGC.,GH + NoI|”’

x3,, —x3; < 2In (13)
where 8, = (GCs, GH + NoI)"!GHCq,, x; is the out-
put of the MMSE (Wiener) filter conditioned to H,,. The
performance of (13) can be found in [3, Chap. 5].

4. NUMERICAL RESULTS

The following simple example illustrates how our DDS-
CDMA works. We generated the signal samples at sam-
pling rate n.K/T, n. = 8 times faster than the sampling
rate. Oversampling was used to illustrate the receiver abil-
ity of removing the carrier modulation. In fact, in the simu-
lation we modulated the sequence of samples by a cosine
waveform at frequency 3/n. with phase «,, = nd, for
(n—1)T <t < nT,whered, = b, ®d,_; is the differen-
tially encoded binary information sequence. The effect of
multipath was simulated generating one random Rayleigh
fading channel (see Fig. 3(d)) using the power delay pro-
file referred to as Vehicular A in UMTS standards [5]. The
spreading code c(t) in Fig. 3(a) was generated as the prod-
uct of two random white sequences of equallly probable
+1s. The signal to noise ratio at the receiver is 20dB, the
roll-off factor is 0.5 and the spreading gain is K = 128.
Fig. 3(f) shows the signal z(¢) in (3). The sharp peaks ap-
pearing periodically with period T' = ncK are significantly
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Fig. 3. Simulation results.

above the fluctuations of the signal in the intermediate times
and have signs that correspond correctly to the encoded se-
quence [110111010]. Further noise reduction can be ob-
tained using a moving average filter on z(t), with averaging
time close to the channel delay spread.

5. REFERENCES

[1]1 R. Gallager, Elements of Information Theory, New York:
Wiley, 1968.

[2] B. Geller, C. Fort “A Spread-Spectrum System for Indoor
Nonline-of Sight Mobile Applications”, IEEE Trans. on Ve-
hic. Techn. , Vol.49, NO. 2, pp. 677-684, March 2000.

[3] S. M. Kay, “Fundamentals of Statisitical Signal Processing:
VolL.IT Detection Theory”, Prentice Hall, 1993.

[4] JM. Kahn, J.R. Barry, “Wireless infrared communica-
tions” Proceedings of the IEEE , Vol. 85, Issue. 2, pp. 265
—298, Feb. 1997

[5] R. Prasad, “Universal Wireless Personal Communications”
Artech House Publisher, 1998.

[6] M. Win, R. Sholtz “Ultra-Wide Badwidth Time-Hopping
Spread-Specrum Impulse Radio for Wireless Multiple-

Access Communications”, IEEE Trans. on Comm. , Vol.48,
NO. 4, pp. 679-691, April 2000.



