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ABSTRACT

We considerthe problemof representingtiming information
associatedwith functionsin a dataflow graphusedto representa
signalprocessingsystemin thecontext of high-level hardware(ar-
chitectural)synthesis.Thisinformationis usedfor synthesisof ap-
propriatearchitecturesfor implementingthegraph.Conventional
modelsfor timing suffer from shortcomingsthatmakeit difficult to
representtiming informationin a hierarchicalmanner, especially
for multiratesignalprocessingsystems.

We identify someof theseshortcomings,andprovide an al-
ternatemodel that doesnot have theseproblems. We show that
with somereasonableassumptionson the way hardware imple-
mentationsof multiratesystemsoperate,wecanderive generalhi-
erarchicaldescriptionsof multiratesystemssimilarly to singlerate
systems.Severalanalyticalresultssuchasthecomputationof the
iterationperiodbound,thatpreviously appliedonly to singlerate
systemscanalsoeasilybeextendedto multiratesystemsunderthe
new assumptions.

We have appliedour model to several multirate signal pro-
cessingapplications,andobtainedfavorableresults. We present
resultsof the timing informationcomputedfor several multirate
DSPapplicationsthatshow how thenew treatmentcanstreamline
the problemof performanceanalysisand synthesisof suchsys-
tems.

1. INTRODUCTION

High-Level Synthesis(HLS) refersto the taskof deriving an ef-
ficient architectureand implementationof a systembasedon an
abstractdescriptionof its functionality. In HLS for digital signal
processing(DSP)applications,thealgorithmis often represented
in the synchronousdataflow (SDF) model [1] as an SDF graph
whoseverticesrepresentfunctionsandedgesrepresentcommuni-
cation or dependencies.This model usesconsumptionandpro-
ductionparameterson edgesto modelmultiple sampleratesin an
application. To map sucha dataflow graphonto an architecture
(eitherhardwareor software)efficiently, we needto annotatethe
applicationspecificationandarchitecturewith informationabout
theexecutiontimesof vertices,andtheareautilization andpower
consumptionof processingresources.The timing information is
usedto generatea setof constraintsrelatedto thesystemthat the
actualimplementationmustsatisfy.
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Theconventionalmodelfor describingtiming in this context
is derived from the methodusedin combinationallogic analysis.
Hereeachvertex is assigneda singlevalue(calledthe “propaga-
tion delay”) representingthemaximumdelayamongall its input-
outputpairs.

A majordisadvantageof thisapproachis thatit doesnotallow
anefficient hierarchicaldescriptionof thesystemtiming whenthe
systemcontainsdelayelements(iterativesystems)andahardware
implementationis desired.Delayelementsroughlycorrespondto
registersin a hardware implementation,but aremore flexible in
that they do not imposethe restrictionthatall thedelayelements
are activatedat the sameinstantof time [2, 3, 4]. This kind of
variablephaseclocking hasbeenrecognizedas a useful feature
evenin sequentiallogic synthesis[5, 6].

In multirate systemsunder the SDF model, the most com-
mon interpretationof executiontime is asfollows: eachvertex is
assumedto be enabledwhensufficient dataflow tokenshave en-
queuedon its inputs. Onceenabled,it canfire at any time, con-
suminganumberof tokensfrom eachinputedgeequalto thecon-
sumptionparameteron thatedge,andproducinga numberof to-
kenson eachoutput edgeequal to the productionparameteron
thatedge.Theexecutiontimeof thevertex is thetimebetweenthe
(instantaneous)consumptionandproductionevents.

Thismodelhasbeenusedin thecontext of SDFto derive sev-
eralusefulresultsregardingconsistency, liveness,andthroughput
of graphsmodelingDSPsystems.However thetreatmentis quite
differentfrom that for single-rategraphs,andmany analyticalre-
sultsfor singleratesystemscannotbe extendedto multiratesys-
tems.

To thebestof our knowledge,theredoesnot appearto beany
other timing model that addressesthe hierarchicaltiming issues
for dataflow basedDSPsystemdesign.Conventionalmodelscan-
not easilybeusedto representsystemsthatareeitherhierarchical
or containmultirateelements.Modelssuchastheprocessortim-
ing datausedin [7] capturetheeffectsof real systemparameters
andlatency for singleratesystems,but they donotprovidewaysto
takeadvantageof skewedclockphasesor multirategraphsdirectly.
Multirate systemsareusuallyhandledby sometechniquesuchas
deriving thehomogeneousequivalentexpandedgraph(which can
leadto anexponentialincreasein thegraphsize),while hierarchi-
cal systemsneedto be completelyflattenedandexpandedin the
context of theoverall graph.

In thispaper, weproposeanextensionof thehierarchicaltim-
ing pair (HTP) model [8] that overcomesthesedifficulties. For
multirate systems,the new model allows a treatmentvery simi-
lar to that for normalsingleratesystems,while still allowing im-
portantfeaturesof themultirateexecutionto berepresented.The
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Figure1: Timing of complex blocks.

modelalsoallowsseveralanalyticalresultsfor singleratesystems
to be appliedto multiratesystems.As an examplewe derive an
expressionfor theiterationperiodboundof amultirategraph.

We have usedour model to computetiming parametersof a
numberof multirategraphsusedin signalprocessingapplications.
Theresultsshow that thenew modelcanresultin compactrepre-
sentationsof fairly large systemsthat canthenbeusedashierar-
chicalsubsystemsof largergraphs.

In thenext section,wepresentanoverview of theHTP model
for single rate systems. Section3 then considersmultirate sys-
tems,andextendsthe timing pair modelto handlemultiratesys-
tems. Section4 presentsresultsof applyingthemodelto several
examplesfrom signalprocessing,andfinally we presentour con-
clusionsandsomeinterestingdirectionsfor furtherwork.

2. THE HIERARCHICAL TIMING PAIR MODEL FOR
SINGLE RATE SYSTEMS

TheHierarchicalTiming Pair modelis a new modelfor represent-
ing timing informationin dataflow graphsthat is describedin [8].
We presenta brief overview of themain featuresof themodelin
orderto understandhow they canbeextendedtomultiratesystems.
Furtherdetailson theapplicationof themodelto bothsingleand
multiratesystemsis foundin [8].

TheHTP modelis developedaroundtheconceptof the“con-
straint time” of a path in a dataflow graph. Considera path in
a dataflow graphsuchasthe pathfrom ��� to ��� in the graphof
Fig. 1. The first stepis to recognizethat the timing information
associatedwith eachvertex in thegraphis usedprimarily for the
purposeof establishingconstraintsontheearliesttimethatthever-
tex canexecute(whenits inputsareready).

To provide timing informationfor acomplex block,weshould
beableto emulatethetiming characteristicsthatthis block would
imply betweenits inputandoutput.For Fig. 1, if wewereto write
theconstraintsin termsof theinternalblocks �	� and ��
 , wewould
obtain

� ��� � ��
������ � 
�� � ��
�������������� � ��� � 
�
���
! 
We would now like to computecertaininformationsuchthat

if we wereto combinethecomplex block " underthesinglestart
time �	# , wewouldstill beableto write down equationsthatwould
provide thesameconstraintsto theenvironmentoutsidetheblock
" . Weseethatthis is achievedby thefollowing constraints:

��# � � �$
������ � �%� �	# 
&����'(��
����)���� 
In otherwords,if we assumetheexecutiontime of theblock " is
givenby theexpression���*'��*
+�,�	��� , wecanputdown constraints
thatexactlysimulatetheeffect of thecomplex block " .

Considera path from input - �). - � of a graph / to output
-0
 . -!1 givenby 243+-5��67-+�86:9;9�9�6(-+1 , with edges<=��3>->�*67-!�@?A�

for B .C� 9�9�9ED �F� . Let � � betheexecutiontime of -!� , andlet G0H
bethenumberof delaysonedge< H . Wedefinetheconstraint time
of this pathas ��I0J 2�K .ML 1�@NO� ���P�Q�R�SL 10T �H;NA� G H .

We usethe term UWV to refer to the sum L 1�XNA� � � , and Y�V to

refer to thesum L 1=T �H�NO� G0H . Theorderedpair J Y�V5ZWUWV+K is referred
to asa timing pair.

When thereare multiple pathsbetweenthe pair of vertices
with different numbersof delay elements,it is possiblethat for
differentvaluesof the systemiterationperiod � , differentpaths
have themaximumconstrainttime andareresponsiblefor theac-
tual operationalconstraint.To handlethis, we canstoreall pos-
sible timing pairs in a list andusethis list to computethe actual
constrainttime for a given valueof � . Note that the list will not
be too large, sincewe canremove redundantelementsusing the
simpleruleswhich arediscussedin [8]. In [8], we alsodetail an
efficient algorithmfor computingthe timing pair lists requiredto
completelyspecifythetiming informationassociatedwith agraph.

3. MULTIRATE SYSTEMS

In this section,we considersomeproblemsthatarisein thetreat-
mentof multiratesystems.Weexaminesomeexamplesto seehow
thesedifficulties canbe overcome,andmotivatenew restrictions
that make mathematicalanalysismoretractable.Using thesere-
strictions,which frequentlyhold in practicalhardwareimplemen-
tationsof DSPapplications,thetiming pairmodelcanbeextended
to multiratesystemsalso.

The conventional interpretationof SDF executionsemantics
hasbeenbasedontokencountsonedges.A vertex isenabledwhen
eachof its inputedgeshasaccumulatedanumberof tokensgreater
thanor equalto theconsumptionparameteron thatedge.At any
time after it is enabled,the vertex may fire, producinga number
of tokenson eachoutputedgeequalto the productionparameter
on thatedge.In the following discussion,we use U to refer to the
consumptionparameteronanedge,and2 to referto theproduction
parameter. Theedgein questionwill beunderstoodfrom context.

This interpretation,thoughvery useful in obtaining a strict
mathematicalanalysisof the consistency andthroughputof such
multiratesystemsandfor designof softwareimplementations,has
someunsatisfactory featureswith regard to dedicatedhardware
implementations.One is the fact that it resultsin tokensbeing
producedin burstsof 2 at a time on outputedgesandsimilarly
consumedin burstsof U at a time. This is not the consumption
patternin asynchronoushardwareimplementationof aDSPappli-
cation,wheretokensrefer to datasampleson edges,andassuch,
will usuallyappearperiodicallyatthesampleratespecifiedfor that
edge.

Anotherimportantproblemis with regardto thecriterionused
for firing vertices.Considertheexampleof the [\3^] ratechanger
shown in Fig. 2. Accordingto theSDFinterpretation,this vertex
canonly fire after5 tokensarequeuedon its input, andwill then
instantaneouslyproduce3 tokenson its output. However, a real
ratechangerneednot actuallywait for 5 tokensbeforeproducing
its first output.

Figure2 illustratestheseissues.This is the timing patternof
a [73%] fractionalrateconversionassuminga 7-tapfilter is used
for interpolation.It is clearfrom thefilter lengthandinterpolation
ratethat the first outputin eachiteration(an iterationendswhen
thesystemreturnsto its originalstate)dependsonthefirst 2 inputs
only, theseconddependsoninputs2 to 4, andthethird dependson
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Figure3: Deadlockin anSDFsystem:if a�b �8c thegraphdead-
locks.

inputs4 and5. Therefore,thedelaypatternshown in thefigure is
valid aslongasthereis sufficient time for thefilters to acton their
correspondinginputs. In otherwords, it is not necessaryto wait
for 5 inputsto beconsumedbeforestartingto producetheoutputs.

Theinterpretationweusefor executionof SDFgraphsis there-
foreasfollows: eachnodereceivesits inputsin a periodicstream,
andcanstartcomputingits outputssometime after thefirst input
becomesavailable (this time would dependon internal features
suchasthenumberof tapsin thefilter in theabove example).The
outputsarealsogeneratedin a periodicstreamat theappropriate
raterequiredfor consistency of thesystem.

An importanteffect of this alternateinterpretationis that it
changesthe criteria for deadlockin a graph. UndernormalSDF
semantics,the graphin Fig. 3 would be deadlocked if the edged " haslessthan10 delayson it. On theotherhand,6 delaysare
sufficient on edge",e , while 16 delaysarerequiredon edge e d
in orderto preventdeadlock.Underthenew interpretation,aslong
aseachcycle in thegraphcontainsat leastonetoken,deadlockis
brokenandthesystemcanexecute.This is thesameconditionthat
appliesto singlerategraphs.

It is importantto understandthat this interpretationof multi-
rateSDFexecutionis usefulbecausein thecontext of synchronous
hardware implementations,multirateDSPapplicationsrarely re-
quire the conventionalinterpretationin termsof token consump-
tion. Typical multirateblocksin DSPapplicationsaredecimators
and interpolators,multirate filters (rate changers),block coders
anddecodersetc. A notablefeatureof theseapplicationsis that
few of them actually requirea consumptionof U tokens before
startingto produce2 tokens.Evenfor block codersandserial-to-
parallelconverters,thedataarestill periodic,or canbeassumedto
besowithout muchlossof performance.This assumptionis also
usefulasit cansimplify buffering requirements.

3.1. The HTP model for Multirate systems

Wenow specifyhow theHTPmodelcanbeappliedto theanalysis
of multiratesystemsin the SDF formulationwith the above exe-
cution and timing model. For simplicity andclarity, we assume
thattheunit to bemodeledis aSingle-InputSingle-Output(SISO)
systemand that the propagationdelay throughsub-unitsis con-
stant. However, our modelcaneasilybe extendedto handlethe
Multiple-Input Multiple Output(MIMO) case.

Given a multirate systemrepresentedas an SDF graph,we
follow the usualtechnique[1] to computethe repetitionsvector
for thegraph.Thebalanceequationon eachedge<,35f	6�- in the
graphis givenby 2	g �ih8j�. U�g �ih8k , where2	g is theproduction
parameteron < , U g is theconsumptionparameter, andh j andh k are
therepetitioncountsfor thesourceandsinkactorsof theedge.Let
� denotetheoverall iterationperiodof thegraph.This is thetime
requiredfor eachactorto executetheminimum numberof times
requiredto return the systemto its startingstate(the repetition
count of the actor). Therefore,the sampleperiod on edge < is
givenby �Pg$. lm�n^o V8p . lm*q`o I�p .

Now extendingtheanalogyof thesingleratecase,we define
theconstrainttimeon a pathas

�*I>J 2	K .
1r
�@NO�

�����
1=T �r
H;NA�

J G H)�s�tH K

where � H is the sampleperiodon edgeu . By noting that the ef-
fect of a delayon any edge(in both the singlerateandmultirate
cases)is to give an offset of �$�Pg to the constrainttime of any
paththroughthatedge,wecanseethatthisgivesthecorrectsetof
constraints.Also, thevaluesof thestartingtimesfor thedifferent
verticesthatareobtainedasasolutionto thesetof constraintswill
give a valid schedulefor themultiratesystem.

It is possibleto view theconstrainttimesin termsof “normal-
ized delays”. Here the delayson eachedgearenormalizedto a
valueof G5v J <0K . w pm n o V p . w pm q o I p . In termsof thenormalizedde-
lays, theexpressionfor constrainttime becomesthe sameasthat
for thesingleratecase.

For singlerategraphs,theminimumiterationperiodthatcan
be attainedby the systemis known asthe iterationperiodbound
andis known to beequalto themaximumcycle-mean(MCM) [9].
So far, no suchtight boundis known for multirateSDF graphs,
thoughsomegoodapproximationshave beenfound [10]. Under
ourproposedmodel,it is easyto determineanexactboundsimilar
to the onefor singlerategraphs.By consideringthe cumulative
constraintsarounda loop for the single ratecase,we can easily

obtaintheiterationperiodbound�Px��@vy.{z\|=}5I�~+� LC�5� n
L � w p , where

e is thesetof directedcyclesin thegraph.Similarly, for themul-
tiratecase,wecanobtaintheresult

�Px���v�.�z\|0}IE~`�
L I � j

L I G5v J <>K Z

where �Px���v is the iterationperiod of the overall systemas dis-
cussedabove. In addition, the start timesfor eachoperationare
directly obtainedasa solutionto theconstraintsystemthat is set
up usingthetiming information.

Onefactorhereis that,unlike thesingleratecase,thenumber
of timing pairsin thelist for a pathis not boundedby thenumber
of delay elements. However, in practicethis numberis usually
quitesmall.

4. EXAMPLES AND RESULTS

We have applied the HTP model to the SDF graphsrepresent-
ing typicalmultiratesignalprocessingapplications.Theexamples
we have takenarefrom thePtolemysystem[11] (CD-DAT, DAT-
CD conversion,2 channelnon-uniformfilter bank)andfrom [12,
p.256](QMF bank).
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Benchmark Timing pairs
QMF bank(input to �!� ) � J�� Z � ]>K�Z J [�Z �;� K�Z J�� Z � [+K�Z J�c Z �=� KW�
CD-DAT (160:147) � J�� [+�0[ � Z �>c K�Z J�c Z ��� KW�
DAT-CD (147:160) � J�� ]!� � Z � ]>K�Z J�c Z �8� KW�
2 ch. Non.Unif. FB � J ]>� � Z ��c K�Z J�� Z � K�Z J�c ZE�+KW�

Table1: Timing pairsfor multiratesystems.

Thebasicunit in severalof theseexamplesis themultirateFIR
filter that is capableof performingrateconversionasdescribedin
section3. Dueto thepolyphaseimplementationof thisfilter, com-
putingit’ s timing parametersrequirescare,asdifferentfilter com-
ponentsreceive differentnumbersof inputs. This problemis ex-
plainedin greaterdetailin thetechnicalreport[8]. For thepurpose
of theexamplesweareconsidering,weassumefor thesake of the
othermultirateexamplesthatany rateconversionis performedus-
ing aMR FIR filter thathasthetiming parameters� J�� ZE]!K�Z J�c Z � KW� .

For the exampleswe considered,the rateconversionsresult
in several I-O pathswith differentnumbersof delaysat different
rates.Theresultingtiming pairsthatareobtainedfor thesesystems
aresummarizedin Table1.

To understandtheseresultsin context, note that eachexam-
ple containsroughly 5-10 vertices,and the sameorderof edges
in its naturalhierarchicalrepresentation.If we flatten a design
containing10suchmultiratesystems,theresultinggraphhasover
50 vertices. If this is expanded,the result is a very large graph,
sincethe samplerateshereresult in a large expandedequivalent
graph. Sincemost network algorithmsincluding shortestpaths
have complexity � JW� ����� �\� K or higherwhere � ��� is thenumberof
verticesand � �\� thenumberof edges,thesaving obtainedby the
new modelcanbesubstantial,sinceit avoidstheneedbothfor hi-
erarchicalflatteningandfor deriving thehomogeneousequivalent
expandedgraph.

A generalobservationwe canmake aboutthetiming modelis
thatsystemsthathave delayelementsin thefeed-forwardsection,
suchasFIR filters andfilters with bothforwardandbackwardde-
lays,tendto have moretiming pairsthansystemswherethedelay
elementsarerestrictedto a relatively small amountof feedback.
This is becausefeedbackdelayelementsmustnecessarilyexist in
a loop thathasa total negative constrainttime, which meansthey
will not contribute towardsa dominantconstrainttime in the for-
warddirection.

5. CONCLUSIONS AND FUTURE DIRECTIONS

We have presenteda multirateextensionof theHierarchicalTim-
ing Pair model for usein analysisandsynthesisof hardware re-
alizationsof multirate dataflow graphs. The HTP model is able

to efficiently storeinformationaboutmultirategraphs,andallows
exactcomputationof importantsystemparameterssuchasthe it-
erationperiodboundeasily. We have shown that theHTP model
overcomesmany limitationsof conventionaltiming models,while
makingcertainfrequentlyapplicableassumptionsontheexecution
patternsof multiratesystems.

WehaveconsideredseveraltypicalmultirateDSPapplications
andcomputedtiming pairsfor thesemodels.The resultsdemon-
stratethe power of our approach.In particular, the resultsshow
thatthemodelcanbeusedto obtainlargereductionsin theamount
of informationaboutthe circuit that we needto storein orderto
useits timing informationin thecontext of a largersystem.

The modelas it exists now requiresthe ability to choosethe
start times of operations(variablephaseclocking). We arecur-
rently examining ways of extendingthe model to more general
circuits, that includesomefixed phaseregistersalongwith other
nodesin which thedelaycanbeadjusted.
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