AN EFFICIENT TIMING MODEL FOR HARDWARE IMPLEMENTATION OF
MULTIRATE DATAFLOW GRAPHS

Nitin Chandachoodan Shuva S.Bhattaharyya andK. J. RayLiu

Departmenbf ElectricalandComputerEngineering,
University of Maryland,College Park, MD 20742
(nitin,ssb,kjrliu@eng.umd.edu)

ABSTRACT

We considerthe problemof representingiming information
associateavith functionsin a dataflav graphusedto representl
signalprocessingystemin thecontet of high-level hardware(ar
chitectural)synthesisThisinformationis usedfor synthesiof ap-
propriatearchitecturesor implementingthe graph. Corventional
modelsfor timing suffer from shortcomingshatmale it difficult to
representiming informationin a hierarchicalmanney especially
for multiratesignalprocessingystems.

We identify someof theseshortcomingsand provide an al-
ternatemodel that doesnot have theseproblems. We shav that
with somereasonableassumption®n the way hardware imple-
mentationof multiratesystemsperatewe canderive generahi-
erarchicaescription®f multiratesystemssimilarly to singlerate
systems . Several analyticalresultssuchasthe computatiorof the
iterationperiodbound,that previously appliedonly to singlerate
systemganalsoeasilybe extendedo multiratesystemsinderthe
new assumptions.

We have applied our modelto several multirate signal pro-
cessingapplications,and obtainedfavorableresults. We present
resultsof the timing information computedfor several multirate
DSPapplicationghatshav how the new treatmentanstreamline
the problemof performanceanalysisand synthesisof suchsys-
tems.

1. INTRODUCTION

High-Level SynthesigHLS) refersto the taskof deriving an ef-
ficient architectureand implementatiornof a systembasedon an
abstractdescriptionof its functionality In HLS for digital signal
processindDSP)applicationsthe algorithmis often represented
in the synchronoudlataflav (SDF) model [1] as an SDF graph
whoseverticesrepresenfunctionsandedgesepresentommuni-
cation or dependenciesThis model usesconsumptiorand pro-
ductionparametersn edgeso modelmultiple sampleratesin an
application. To map sucha dataflav graphonto an architecture
(eitherhardware or software) efficiently, we needto annotatethe
applicationspecificationand architecturewith informationabout
the executiontimesof vertices,andthe areautilization andpower
consumptiorof processingesources.The timing informationis
usedto generatea setof constraintgelatedto the systemthatthe
actualimplementatiormustsatisfy
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The corventionalmodelfor describingtiming in this context
is derived from the methodusedin combinationalogic analysis.
Hereeachvertex is assigneda singlevalue (calledthe “propaga-
tion delay”) representinghe maximumdelayamongall its input-
outputpairs.

A majordisadwantageof this approachs thatit doesnotallow
anefficient hierarchicadescriptionof the systentiming whenthe
systemcontainsdelayelementgiterative systemspanda hardware
implementatioris desired.Delay elementgoughly correspondo
registersin a hardware implementation put are more flexible in
thatthey do notimposethe restrictionthatall the delayelements
are activated at the sameinstantof time [2, 3, 4]. This kind of
variable phaseclocking hasbeenrecognizedas a useful feature
evenin sequentialogic synthesig5, 6].

In multirate systemsunderthe SDF model, the most com-
mon interpretationof executiontime is asfollows: eachvertex is
assumedo be enabledwhen suficient dataflav tokenshave en-
gueuedon its inputs. Onceenabled,t canfire at ary time, con-
suminga numberof tokensfrom eachinput edgeequalto the con-
sumptionparametepn thatedge,and producinga numberof to-
kenson eachoutput edgeequalto the productionparameteion
thatedge.Theexecutiontime of thevertex is thetime betweerthe
(instantaneousjonsumptiorandproductionevents.

This modelhasbeenusedin the context of SDFto derive sev-
eralusefulresultsregardingconsisteny, livenessandthroughput
of graphsmodelingDSP systems However the treatmenis quite
differentfrom thatfor single-rategraphs,andmary analyticalre-
sultsfor singlerate systemscannotbe extendedto multirate sys-
tems.

To the bestof our knowledge,theredoesnot appeaito be ary
othertiming model that addresseshe hierarchicaltiming issues
for dataflav basedDSPsystemdesign.Corventionalmodelscan-
not easilybe usedto represensystemghatareeitherhierarchical
or containmultirate elements.Modelssuchasthe processotim-
ing datausedin [7] capturethe effectsof real systemparameters
andlateng for singleratesystemsbut they do notprovide waysto
take adwantageof skewedclock phase®r multirategraphgirectly.
Multirate systemsare usuallyhandledby sometechniquesuchas
deriving the homogeneousquivalentexpandedgraph(which can
leadto anexponentialincreasen the graphsize),while hierarchi-
cal systemaneedto be completelyflattenedand expandedin the
contet of theoverall graph.

In this paper we proposean extensionof the hierarchicakim-
ing pair (HTP) model[8] that overcomesthesedifficulties. For
multirate systemsthe nev model allows a treatmentvery simi-
lar to thatfor normalsinglerate systemswhile still allowing im-
portantfeaturesof the multirateexecutionto be representedThe



Figurel: Timing of comple blocks.

modelalsoallows severalanalyticalresultsfor singleratesystems
to be appliedto multirate systems.As an examplewe derive an
expressiorfor theiterationperiodboundof amultirategraph.

We have usedour modelto computetiming parametersf a
numberof multirategraphsusedin signalprocessingpplications.
Theresultsshav thatthe nev modelcanresultin compactrepre-
sentationof fairly large systemshatcanthenbe usedashierar
chicalsubsystemsf largergraphs.

In the next sectionwe presentanovervien of the HTP model
for single rate systems. Section3 then considersmultirate sys-
tems,and extendsthe timing pair modelto handlemultirate sys-
tems. Section4 presentgesultsof applyingthe modelto several
examplesfrom signalprocessingandfinally we presenbour con-
clusionsandsomeinterestingdirectionsfor furtherwork.

2. THE HIERARCHICAL TIMING PAIR MODEL FOR
SINGLE RATE SYSTEMS

TheHierarchicalTiming Pair modelis a nev modelfor represent-
ing timing informationin dataflav graphsthatis describedn [8].
We presenta brief overview of the main featuresof the modelin
orderto understandiow they canbeextendedo multiratesystems.
Furtherdetailson the applicationof the modelto both singleand
multiratesystemss foundin [8].

The HTP modelis developedaroundthe conceptof the “con-
strainttime” of a pathin a dataflav graph. Considera pathin
a dataflav graphsuchasthe pathfrom z; to z» in the graphof
Fig. 1. Thefirst stepis to recognizethat the timing information
associateavith eachvertex in the graphis usedprimarily for the
purposeof establishingonstraintontheearliestime thatthever-
tex canexecute(whenits inputsareready).

To provide timing informationfor acomplex block, we should
beableto emulatethe timing characteristicghatthis block would
imply betweerits inputandoutput. For Fig. 1, if we wereto write
the constraintsn termsof theinternalblocksz; andz,, we would
obtain

T, —T1 >t1;%0 — i >t — 1 XTi20 — o > to.

We would now like to computecertaininformationsuchthat
if we wereto combinethe complex block B underthe singlestart
time x, we would still beableto write dowvn equationghatwould
provide the sameconstraintgo the environmentoutsidethe block
B. We seethatthis is achieved by thefollowing constraints:

Tp—T1 2t —Tp 2t +1o —1 xT.

In otherwords,if we assumehe executiontime of theblock B is
givenbytheexpressiort; +t,—1 x T, we canputdown constraints
thatexactly simulatethe effect of the complex block B.
Considera pathfrom inputv; = v; of agraphG to output
Vo = Vg givenby p : v1 —sv2— - - - >, With edges; @ vi—vi41

fori =1---k— 1. Lett; bethe executiontime of v;, andlet d;
bethenumberof delayson edgee;. We definethe constaint time

. k k—1
of this pathast.(p) = E¢=1 ti —T X ijl d;.
We usethe term ¢, to referto the sum Zle t;, andmp to

referto.th.e sumZ?;ll d;. Theorderedpair (my, ¢p) is referred
to asatiming pair.

When there are multiple pathsbetweenthe pair of vertices
with differentnumbersof delay elementsiit is possiblethat for
differentvaluesof the systemiteration period T, different paths
have the maximumconstraintime andareresponsibldor the ac-
tual operationalconstraint. To handlethis, we canstoreall pos-
sible timing pairsin a list and usethis list to computethe actual
constrainttime for a given valueof T'. Note thatthe list will not
be too large, sincewe canremove redundanelementsusing the
simpleruleswhich arediscussedn [8]. In [8], we alsodetail an
efficient algorithmfor computingthe timing pair lists requiredto
completelyspecifythetiming informationassociatedvith agraph.

3. MULTIRATE SYSTEMS

In this section,we considersomeproblemsthatarisein thetreat-
mentof multiratesystemsWe examinesomesxamplesto seehow
thesedifficulties canbe overcome,and motivate new restrictions
that make mathematicahnalysismoretractable. Using thesere-
strictions,which frequentlyhold in practicalhardwareimplemen-
tationsof DSPapplicationsthetiming pairmodelcanbeextended
to multiratesystemsalso.

The conventionalinterpretationof SDF executionsemantics
hasbeerbasedntokencountsonedgesA vertex is enabledvhen
eachof itsinputedgeshasaccumulate@ numberof tokensgreater
thanor equalto the consumptiorparameteon thatedge. At ary
time afterit is enabledthe vertex may fire, producinga number
of tokenson eachoutputedgeequalto the productionparameter
onthatedge.In thefollowing discussionye usec to referto the
consumptiorparameteonanedge andp to referto theproduction
parameterTheedgein questionwill beunderstoodrom context.

This interpretation,though very useful in obtaininga strict
mathematicabnalysisof the consisteng andthroughputof such
multiratesystemsandfor designof softwareimplementationshas
some unsatiséctory featureswith regardto dedicatedhardware
implementations.One is the fact that it resultsin tokensbeing
producedin burstsof p at a time on outputedgesand similarly
consumedn burstsof ¢ at atime. This is not the consumption
patternin asynchronousardwareimplementatiorof aDSPappli-
cation,wheretokensreferto datasampleson edgesandassuch,
will usuallyappeaperiodicallyatthesampleratespecifiedor that
edge.

Anotherimportantproblemis with regardto thecriterionused
for firing vertices.Considerthe exampleof the3 : 5 ratechanger
shavn in Fig. 2. Accordingto the SDF interpretationthis vertex
canonly fire after 5 tokensarequeuedon its input, andwill then
instantaneouslyroduce3 tokenson its output. However, a real
ratechangemeednot actuallywait for 5 tokensbeforeproducing
its first output.

Figure2 illustratestheseissues.This is the timing patternof
a3 : b fractionalrate conversionassuminga 7-tapfilter is used
for interpolation.lt is clearfrom thefilter lengthandinterpolation
ratethat the first outputin eachiteration(aniterationendswhen
thesystenreturnsto its original state)depend®nthefirst 2 inputs
only, theseconddepend®ninputs2 to 4, andthethird dependsn



Execution delay
of rate changer

Figure2: 3 : 5 sampleratechanger
43

(o)
3\_/2

Figure3: Deadlockin an SDF system:if n < 10 thegraphdead-
locks.

inputs4 and5. Therefore thedelaypatternshovn in thefigureis
valid aslong asthereis sufiicienttime for thefiltersto actontheir
correspondingnputs. In otherwords, it is not necessaryo wait
for 5 inputsto be consumedeforestartingto producethe outputs.

Theinterpretatiorwe usefor executionof SDFgraphss there-
fore asfollows: eachnoderecevesits inputsin a periodicstream,
andcanstartcomputingits outputssometime afterthe first input
becomesavailable (this time would dependon internal features
suchasthe numberof tapsin thefilter in theabove example).The
outputsarealsogeneratedn a periodic streamat the appropriate
raterequiredfor consisteng of the system.

An importanteffect of this alternateinterpretationis that it
changeshe criteria for deadlockin a graph. Undernormal SDF
semanticsthe graphin Fig. 3 would be deadlockd if the edge
AB haslessthan10delaysonit. Ontheotherhand,6 delaysare
sufficienton edgeBC, while 16 delaysarerequiredon edgeC A
in orderto preventdeadlock.Underthe new interpretationaslong
aseachcycle in thegraphcontainsat leastonetoken, deadlockis
brokenandthesystemcanexecute.Thisis the sameconditionthat
appliesto singlerategraphs.

It is importantto understandhat this interpretationof multi-
rateSDF executionis usefulbecausén thecontet of synchronous
hardware implementationsmultirate DSP applicationsrarely re-
quire the corventionalinterpretationin termsof token consump-
tion. Typical multirateblocksin DSPapplicationsaredecimators
and interpolators,multirate filters (rate changers)block coders
anddecodersetc. A notablefeatureof theseapplicationsis that
few of them actually requirea consumptionof ¢ tokens before
startingto producep tokens. Evenfor block codersandserial-to-
parallelcorverters thedataarestill periodic,or canbeassumedo
be sowithout muchlossof performance This assumptioris also
usefulasit cansimplify buffering requirements.

3.1. TheHTP model for Multirate systems

We now specifyhow theHTP modelcanbeappliedto theanalysis
of multirate systemsn the SDF formulationwith the above exe-

cution andtiming model. For simplicity and clarity, we assume
thattheunit to bemodeleds a Single-InputSingle-Outpu(SISO)

systemand that the propagationdelay through sub-unitsis con-

stant. However, our model can easily be extendedto handlethe

Multiple-Input Multiple Output(MIMO) case.

Given a multirate systemrepresentedis an SDF graph, we
follow the usualtechnique[1] to computethe repetitionsvector
for thegraph. The balanceequationon eachedgee : u—w in the
graphis givenby pe X qu = ce X qu, Wherep, is the production
parameteone, c. istheconsumptiorparameterandg,, andg, are
therepetitioncountsfor thesourceandsink actorsof theedge.Let
T denotetheoveralliterationperiodof the graph.Thisis thetime
requiredfor eachactorto executethe minimum numberof times
requiredto returnthe systemto its starting state(the repetition
count of the actor). Therefore the sampleperiod on edgee is
givenby T, = L =_T_

Now extendlngthe anafogyof the singleratecase we define
theconstraintime on a pathas

k k—1
te(p) =) ti— Y (dj xTy)

whereT; is the sampleperiodon edgej. By notingthatthe ef-
fect of adelayon ary edge(in boththe singlerateand multirate
cases)is to give an offset of —T, to the constrainttime of ary
paththroughthatedge we canseethatthis givesthe correctsetof
constraints Also, the valuesof the startingtimesfor the different
verticesthatareobtainedasa solutionto the setof constraintswill
give avalid scheduldor the multiratesystem.

It is possibleto view the constraintimesin termsof “normal-
ized delays”. Here the delayson eachedgeare normalizedto a
valueof d, (e) = . In termsof the normalizedde-
lays, the a<pre35|orfor constralnttlme becomeghe sameasthat
for thesingleratecase.

For singlerategraphsthe minimumiterationperiodthatcan
be attainedby the systemis knowvn asthe iteration period bound
andis known to be equalto themaximumcycle-mear(MCM) [9].
So far, no suchtight boundis known for multirate SDF graphs,
thoughsomegood approximationshave beenfound [10]. Under
our proposednodel,it is easyto determineanexactboundsimilar
to the onefor singlerate graphs. By consideringthe cumulatve
constraintsarounda loop for the single rate case,we can easily

. . . . tu
obtaintheiterationperiodboundT’,;, = max.cc %, where

C is thesetof directedcyclesin thegraph.Similarly, for themul-
tirate case we canobtaintheresult

t
Trin = Max —<——— 2t

cECZd

whereT,,;, is the iteration period of the overall systemas dis-
cussedabove. In addition, the starttimesfor eachoperationare
directly obtainedasa solutionto the constraintsystemthatis set
up usingthetiming information.

Onefactorhereis that,unlike the singleratecase the number
of timing pairsin thelist for a pathis not boundedby the number
of delay elements. However, in practicethis numberis usually
quitesmall.

4. EXAMPLESAND RESULTS

We have appliedthe HTP model to the SDF graphsrepresent-
ing typical multiratesignalprocessingpplications Theexamples
we have taken arefrom the Ptolemysystem[11] (CD-DAT, DAT-
CD corversion,2 channelnon-uniformfilter bank)andfrom [12,
p.256](QMF bank).
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Figure4: Multirate FIR filter structure.

Benchmark

QMF bank(inputto ys3)
CD-DAT (160:147)
DAT-CD (147:160)

2 ch. Non.Unif. FB

Timing pairs
{(7,15),(3,14),(1,13),(0,12) }
{(93/32, 20), (0,16)}
{(15/7,15), (0,12)}
{(5/2,10),(1,9),(0,8)}

Tablel: Timing pairsfor multiratesystems.

Thebasicunitin severalof theseexampleds themultirateFIR
filter thatis capableof performingratecorversionasdescribedn
section3. Dueto thepolyphasemplementatiorof thisfilter, com-
putingit’ stiming parametersequirescare,asdifferentfilter com-
ponentsreceve differentnumbersof inputs. This problemis ex-
plainedin greaterdetailin thetechnicalreport[8]. Forthepurpose
of theexampleswe areconsideringwe assuméor the sale of the
othermultirateexamplesthatary rateconversionis performedus-
ing aMR FIR filter thathasthetiming parameterg(1, 5), (0,4)}.

For the exampleswe consideredthe rate conversionsresult
in several I-O pathswith differentnumbersof delaysat different
rates.Theresultingtiming pairsthatareobtainedor thesesystems
aresummarizedn Tablel.

To understandheseresultsin context, note that eachexam-
ple containsroughly 5-10 vertices,and the sameorder of edges
in its natural hierarchicalrepresentation.If we flatten a design
containingl0 suchmultiratesystemsthe resultinggraphhasover
50 vertices. If this is expandedthe resultis a very large graph,
sincethe samplerateshereresultin a large expandedequialent
graph. Sincemost network algorithmsincluding shortestpaths
have compleity O(|V'||E|) or higherwhere|V| is the numberof
verticesand|E| the numberof edgesthe saving obtainedby the
new modelcanbe substantialsinceit avoidsthe needbothfor hi-
erarchicafflatteningandfor derving the homogeneousquialent
expandedgraph.

A generabbsenationwe canmake aboutthetiming modelis
thatsystemghathave delayelementsn the feed-forward section,
suchasFIR filters andfilters with bothforwardandbackward de-
lays, tendto have moretiming pairsthansystemsvherethe delay
elementsarerestrictedto a relatively small amountof feedback.
Thisis becausdeedbacldelayelementanustnecessarilyexist in
aloop thathasa total negative constraintime, which meanshey
will not contribute towardsa dominantconstraintime in the for-
warddirection.

5. CONCLUSIONSAND FUTURE DIRECTIONS

We have presented multirate extensionof the HierarchicalTim-
ing Pair modelfor usein analysisand synthesisof hardware re-
alizationsof multirate dataflav graphs. The HTP modelis able

to efficiently storeinformationaboutmultirategraphsandallows
exact computatiorof importantsystemparametersuchastheit-

erationperiodboundeasily We have shavn thatthe HTP model
overcomesnary limitations of conventionaltiming models while
makingcertainfrequentlyapplicableassumptionsntheexecution
patternsof multiratesystems.

We have consideredeveraltypical multirateDSPapplications
andcomputediming pairsfor thesemodels. The resultsdemon-
stratethe power of our approach.In particular the resultsshav
thatthemodelcanbeusedto obtainlargereductionsn theamount
of information aboutthe circuit that we needto storein orderto
useits timing informationin the context of alargersystem.

The modelasit exists now requiresthe ability to choosethe
starttimes of operations(variable phaseclocking). We are cur-
rently examining ways of extendingthe modelto more general
circuits, that include somefixed phaseregistersalongwith other
nodesin which thedelaycanbe adjusted.
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