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ABSTRACT

In speech recognition systems, a common problem is tran-
scription of new additions to the recognition lexicon into
their phonetic symbols. Specific to the Japanese language,
such a problem can be dealt with in two steps. In this paper,
we focus on the first step, in which the new lexical entry is
converted into a set of hiragana syllabaries, which is almost
a phonetic transcription. We propose a conversion scheme
which yields the most likely hiragana syllabaries, based on a
language model. Results from our evaluations on three test
sets are also reported. Although the study is conducted on
Japanese only, our approach has applications to Chinese.

1. INTRODUCTION

Most continuous speech recognition systems require pho-
netic transcriptions of words in their recognition lexica. It is
desirable to have a system that can automatically generate
phonetic transcriptions of lexical entries. Since not every
user is good at working with phonetic symbols, such a fea-
ture is even more important for commercial speech recogni-
tion products, where users constantly have the need to add
new words to the recognition lexica. This paper addresses
one facet of the phonetic transcription problem that is spe-
cific to the Japanese language.

1.1. Japanese Orthography

Conventional Japanese orthography is a mixture of four types
of character, namely, kanji, hiragana, katakana, and romaji.
An example of Japanese orthography is shown in Fig. 1(a).
Kanji are ideographic characters, borrowed from the Chi-
nese writing system, which in most cases have meanings.
Hiragana and katakana, collectively referred to as kana, are
themselves syllabaries which represent sounds but no mean-
ings. Romaji, consisting of the Roman alphabet, are mostly
used to reproduce words of Western languages. Unlike En-
glish, Japanese does not use white spaces to delineate words
in written text and so the definition of a word in Japanese is
ambiguous. Therefore, in the following, we shall refer to

(a) Conventional Japanese orthography:

1: Kanji 2: Hiragana 3: Katakana 4: Romaji

(b) Hiragana transliteration:

1 2 3 2 1 2 4 2

Fig. 1. Example showing (a) a text in conventional Japanese
orthography and (b) its transliteration in hiragana syl-
labaries. The sentence means “Harumi is an office lady
working in that building.” Note that the reading of a kanji
character may consist of more than one hiragana syllabary.

the basic unit of a lexicon as a lexical entry, instead of a
word, to avoid controversies.

In Japanese, written text can be transliterated into kana
syllabaries (in this paper we use hiragana) without loss of
information about its reading. In other words, kana provide
an almost phonetic transcription of the text. As an exam-
ple, the hiragana transliteration of the sentence in Fig. 1(a)
is shown in Fig. 1(b). In this view, phonetic transcription of
a Japanese lexical entry can be dealt with in two steps. In
the first step, the lexical entry is converted into kana charac-
ters representing its reading. Then the kana-based reading
is mapped to phonetic symbols using some mapping rules
in the second step. This two-step approach has the follow-
ing advantages. First, many Japanese dictionaries provide
kana readings and hence knowledge sources are abundant.
Second, pronunciation variations, due to factors such as ac-
cents, co-articulation, and so on, are more easily tackled at
the kana level since they are syllabaries.



1.2. Kanji-to-hiragana Conversion

In this paper, we focus on the problem of converting new
kanji lexical entries into their hiragana-based readings. Con-
version of romaji entries is not considered here since it in-
volves knowledge of not only Japanese but also the lan-
guages from where they originate. Kanji-to-hiragana con-
version has been addressed in [7]; however, this paper is
focused on converting a full sentence into its hiragana-like
translation and only considers a very restricted set of kanji
characters. We are not aware of any other literature written
in English that addresses similar problems.

Several distinguishing features of Japanese make kanji-
to-hiragana conversion a challenging problem. First of all,
nearly all kanji characters have readings in two categories,
the native Japanese reading (known as kun) and the one
with a Chinese origin (known as on) [6]. Moreover, due
to constant evolution of the Japanese language, many kanji
have more than one kun-reading and also more than one on-
reading. The correct reading of a kanji character can only
be determined by examining the context in which it appears.
An additional complication is that about six thousand kanji
characters are used in Japanese, which are two orders of
magnitude larger than the size of the Roman alphabet.

We propose a statistical approach to kanji-to-hiragana
conversion, which is based on a language model. We first
formulate this problem in mathematical terms in Section 2.
Section 3 explains the conversion system we propose. Re-
sults from our evaluations are presented in Section 4. Fi-
nally, we summarize our findings and outline the future work
in Section 5.

2. MATHEMATICAL FORMULATION

Taking a statistical approach, we formulate the problem of
kanji-to-hiragana conversion as follows. Given a kanji lex-
ical entry consisting of kanji characters , the
converter outputs which are the solution to the
following equation

where is a hiragana-based reading for the th kanji char-
acter . We emphasize here that each may consist of
more than one hiragana character (cf. Fig. 1(b)). Using the
formula for conditional probabilities and dropping the term
independent of , we can rewrite the above equa-
tion as

Automatic alignment

Training
 lexicon

Model training

Hypothesis search

KANJIDIC

Kanji lexical entry Hiragana reading

Fig. 2. Architecture of the kanji-to-kana conversion system.

If one applied the analogy to speech recognition prob-
lems, one would write the probability in the last equation
as

However, the probability is
difficult to work with. Instead, we write

(1)

in order to circumvent the difficulty. Note that the term
can be thought of as the language

model for a “language” whose alphabet consists of kanji-
reading pairs . Thus, the kanji-to-hiragana converter
should decide in favor of the sequence of readings
satisfying

(2)

3. SYSTEM DESIGN

The conversion system we are proposing is based on the
optimization equation (2). The system, which is shown in
Fig. 2, consists of the following three modules:

1. Automatic alignment;

2. Model training;

3. Hypothesis search.



3.1. Automatic Alignment

The language model (1) can be trained on data “written” in
the alphabet of kanji-reading pairs . Such training
data can be created from a lexicon by aligning each kanji
character in an entry with its corresponding hiragana read-
ing. To illustrate, suppose the full hiragana-based reading
of a lexical entry with kanji characters , con-
sists of hiragana characters . We consistently
associate each with the reading such
that . The result is a sequence
of alignments . Since manual align-
ment is labor-intensive, we developed an automatic align-
ment algorithm.

Our alignment algorithm is based on pattern matching,
using a machine-readable kanji dictionary, the KANJIDIC
[2], as the reference. The KANJIDIC contains 6,355 kanji
characters with their various readings. Starting from the
first character in the lexical entry to be aligned, the algo-
rithm looks up in the KANJIDIC for a reading and outputs
an alignment such that the concatenation of the chosen read-
ings exactly matches the hiragana reading of the whole entry
provided by the lexicon.

Since the KANJIDIC does not include every reading
of every kanji character and since some kanji compounds
have readings that bear no resemblance to either Chinese
or Japanese readings of the composing kanji characters, the
simple pattern-matching scheme sometimes fails to yield
successful alignments. In fact, in the latter case, even na-
tive Japanese speakers would have some difficulties decid-
ing how to align. To make the best use of the training
data, if an entry cannot be successfully aligned by our al-
gorithm, we associate a “super” alignment with this
entry, where and .

3.2. Model Training

In our system, the language model (1) is realized as the lin-
ear interpolation of a backing-off word trigram model [4]
and a backing-off class trigram model [3], both trained on
the training data created according to Section 3.1. Note that
a “word” here refers to a proper alignment or a super
alignment . In other words,

(3)

where is the equivalent class to which the alignment
belongs and .

3.3. Hypothesis Search

The hypothesis search module is the only module in the
system that actually handles conversion. Starting with the
first kanji character in the input entry, this module looks
up all possible kanji-reading pairs for the th kanji
character , and appends them to the current hypotheses to
form the new hypotheses. This procedure is repeated for
the th kanji character until the end of the input en-
try is reached. All hypotheses are then evaluated using the
language model (3). Finally, a dynamic programming algo-
rithm selects the optimal sequence of hiragana readings in
sense of (2) as the output.

4. EVALUATIONS

4.1. Setup

For our evaluations, we used an extensive lexicon database
that we had collected from various sources as our knowl-
edge source. We designated 306,592 entries randomly se-
lected from this lexicon as the training set and the remain-
ing 31,550 entries as the cross-validation set. Both sets were
then aligned by our alignment algorithm. The word trigram
model and class trigram model were both trained on the
training set while the cross-validation set was used to com-
pute the interpolation weight in (3), which was found to
be .

We evaluated our conversion system on three different
test sets, which consisted of lexical entries respectively ex-
tracted from the following text databases:

1. JNAS: Selected articles from the Mainichi Newspa-
per issued between 1991 and 1994 [1].

2. MITI: Whiter papers published by Japan’s Ministry
of International Trade and Industry from 1993 to 1995
[5].

3. JEIDA: A survey report on the trend of natural lan-
guage processing from Japan Electronics Industry De-
velopment Agency’s annual report [5].

Domains of these databases vary. The domain of JNAS is
the most general while that of JEIDA is the most specific.

Since we focused on open-set tests, we excluded those
entries which were found either in the training set or in the
cross-validation set. We also removed entries consisting of
only a single character. Some statistics about these test sets
are given in Table 1.

4.2. Results

For each test set, we measured the entry error rate (EER),
which is the ratio of the number of incorrectly converted
entries to the total number of entries in the test set, and the



Test set
Number of

entries

Number of
kanji

characters
JNAS 1779 5450
MITI 762 2416

JEIDA 336 972

Table 1. Statistics of test sets.

Test set EER HCER
JNAS 21.64 10.28
MITI 20.85 8.75

JEIDA 19.35 10.89

Table 2. Evaluation results.

hiragana character error rate (HCER), which is the ratio of
the sum of deleted, inserted, and substituted hiragana char-
acters to the total number of hiragana characters. The EER
is an indication how often the input entry is incorrectly con-
verted while the HCER is a measure of the effort that the
user would have to spend on correcting. These error rates
are summarized in Table 2.

After examining the errors, we found that most errors
are attributed to kanji-reading combinations that are legiti-
mate but unseen in the training data. Among such errors,
many occur at inflections of a root form consisting of a sin-
gle kanji character. In Japanese, inflections of a root usually
differ only in the suffixes, which normally consist of one or
more hiragana characters. If the input entry is an inflection
of a root form with a single kanji character and if this in-
flection is not seen in the train data, then, at the hypothesis
search stage, our language model backs off to the unigram
(or zerogram) of the root-reading pair. If the correct reading
of this root kanji character is not the most frequent one in
the training data, then an error usually results. This is the
weakness of our statistical approach.

5. CONCLUSIONS

We have presented a kanji-to-hiragana conversion system
based on a statistical approach. For the three test sets in our
open-set evaluations, the system yields correct conversions
for to of input entries and accuracies of output
hiragana characters range from to .

The system we proposed can be easily extended by aug-
menting the training lexicon and the skill required for the
augmentation is quite low. Although our investigation is
done on Japanese, the overall approach is also applicable to
Chinese. In fact, for Chinese, the automatic alignment mod-
ule is almost trivial since each Chinese character is mono-
syllabic.

However, our system suffers from the coverage prob-
lem. In particular, improvement on treatment of inflections
is most needed. To this end, we will consider incorporat-
ing rule-based processing in the system as many inflections
can be well dealt with by rules. The research then will be
to decide how much rule-based processing should be incor-
porated since it will cause maintainability problems and in-
crease the system complexity.
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