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ABSTRACT
Differential space-time modulation (DSTM) schemes were re-

cently proposed to fully exploit the receive and transmit antenna
diversities without the need for channel state information. DSTM
is attractive in fast flat fading channels since accurate channel esti-
mation is difficult to achieve. In this paper, we propose a new mod-
ulation scheme to improve the performance of DS-CDMA systems
in fast time-dispersive fading channels, referred to as the differ-
ential space-time modulation for DS-CDMA (DST-CDMA). We
present two new demodulation schemes, referred to as the differen-
tial space-time Rake receiver (DSTR) and differential space-time
deterministic receiver (DSTD), respectively. DSTD exploits the
known information of the spreading sequences and their delayed
paths deterministically besides the Rake type combination. Conse-
quently, it outperforms DSTR, which employs the Rake type com-
bination only. The new modulation and demodulation schemes
are especially suited for the fast fading down-link transmission in
DS-CDMA systems employing multiple transmit antennas and one
receive antenna.

1. INTRODUCTION

The information capacity of wireless communications systems in-
creases drastically by employing multiple transmit and receive an-
tennas [1]. Traditionally, research work in spatial diversity mainly
focused on the receiving diversity. In fact, receive antenna diversi-
ty has already been used in base stations to improve receptions in
current cellular systems [2]. In contrast, transmit diversity is just
beginning to attract researchers’ attention [2].

Recently, Alamouti [3] proposed a simple and useful transmit
diversity scheme to improve the overall performance of wireless
communication systems in flat fading channels. This scheme is
one of many interesting techniques emerging in the field of space-
time coding, a new coding and signal processing technique that
is designed for use with multiple transmit antennas (see, e.g., [2]
and the references therein). It introduces temporal and spatial cor-
relation into signals transmitted from different antennas, in order
to provide transmitter diversity and coding gain over an uncoded
system.

However, Alamouti’s method as well as many other transmit
diversity schemes, such as those in [4, 5], are based on the assump-
tion that perfect channel state information (CSI) is available at the
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receiver. Although training is a feasible way to obtain CSI when
the channel is stationary or changes slowly, it will incur excessive
overhead or even fail when the channel experiences fast fading.

More recently, differential space-time modulation (DSTM)
schemes were introduced as extensions of the traditional differen-
tial phase shift keying (DPSK) in flat fading channels [6, 7, 8].
DSTM schemes obviate the need for channel estimation at the re-
ceiver, while maintaining the desired properties of space-time cod-
ing techniques.

By combining the merits of the DSTM scheme and the spread
spectrum technology, we devised a differential space-code modu-
lation (DSCM) scheme [9] to combat unknown interferences and
jamming in flat fading channels. In this paper, we combine the
merits of DSTM and the spread spectrum technology in a similar
way to propose a new modulation scheme to improve the perfor-
mance of DS-CDMA systems in fast time-dispersive fading chan-
nels, referred to as the differential space-time modulation for DS-
CDMA (DST-CDMA). We employ code difference to convey in-
formation in DSCM, but use time difference to modulate the infor-
mation code herein. Based on DST-CDMA, we devise two demod-
ulation schemes, referred to as the differential space-time Rake re-
ceiver (DSTR) and differential space-time deterministic receiver
(DSTD), respectively. By making use of the unitary group codes
[10], the proposed modulation and demodulation schemes yield
simple receivers.

We demonstrate with simulation examples that DSTD per-
forms better than DSTR in that DSTD offers lower bit-error-rate
(BER) at fairly high SNR. The reason is that DSTR employs the
Rake combination only, whereas DSTD not only employs Rake
combination, but exploits the known information of spreading se-
quences and their delayed paths deterministically as well.

The new modulation and demodulation schemes are especially
desirable for down-link transmission of DS-CDMA systems with
multiple transmit antennas at the base station and one receive an-
tenna at mobile units, operating in fast time-dispersive fading chan-
nels.

The rest of the paper is organized as follows. Section 2 briefly
reviews the unitary group code based DSTM scheme. Section 3
presents the DST-CDMA scheme and gives two data models for
DST-CDMA down-link signals. Two demodulation schemes, D-
STR and DSTD, are given in Section 4. Simulation results are
presented in Section 5. Finally, we deliver our comments and con-
clusions in Section 6.



2. REVIEW OF DSTM

To facilitate our presentation, we first briefly review the unitary
group code based differential space-time modulation of [6]. Let
M , N , and L denote the number of transmit antennas, the number
of receive antennas, and the time length of a space-time code, re-
spectively. LetCk be the M�L space-time code to be transmitted
by the M antennas over L time samples of the kth time slot. For
differential space-time coding, we have [6]

CkC
H
k = LIM ; Ck = Ck�1Gk; 8k; (1)

where (�)H denotes the conjugate transpose, IM is an M � M
identity matrix, and Gk is the information bearing unitary group
code. For example, in the case of M = L = 2, the code

G =

�
�
�

1 0
0 1

�
;�

�
0 1
�1 0

��
; (2)

is a unitary group code over the BPSK constellation f1;�1g. Each
information bit pair in f00, 01, 10, 11g corresponds to an element
in G. At the start of transmission, we transmit the initial space-time
code matrix

C0 = D =

�
1 �1
1 1

�
: (3)

LetH 2 CN�M be the unknown fading matrix in a flat fading
environment and letEk 2 CN�L be the additive noise matrix. The
array received data matrix Yk 2 CN�L has the form [6]

Yk =
p
�MHCk +Ek; (4)

where �M = �=M with � denoting the signal-to-noise ratio (S-
NR) per receive antenna. Each of the elements of H and Ek is
assumed to be an independently and identically distributed com-
plex Gaussian random variable with zero-mean and unit variance,
i.e.,

vec(H) � CN (0; IMN ); vec(Ek) � CN (0; INL); (5)

where vec(�) denotes the column vector obtained by stacking the
columns of a matrix. In this case, a simple differential receiver has
the form [6]

bGk = arg max
Gk2G

Re
n
tr
�
Y
H
k Yk�1Gk

�o
; (6)

where Ref�g denotes the real part of the argument and tr(�) de-
notes the trace of a matrix.

3. MODULATION AND DATA MODELS

The above DSTM can be readily modified to be used in the down-
link transmissions in DS-CDMA systems, where multiple transmit
antennas are easy to deploy at base stations. In view of this, we
consider the down-link case only in this paper though the schemes
proposed herein can be applied to the up-link case as well.

Let U be the number of synchronous down-link users, and
Ck;u be the space-time code for user u, u = 1; 2; � � � ; U , at the
kth time slot. By means of using L spreading sequences to spread
the L columns of Ck;u and transmit the space-time codes of all

the users together, we have the new modulation scheme – DST-
CDMA. At the jth time sample of the kth time slot, the transmitted
signal is

sk(j) =
UX
u=1

Ck;udu(j); j = 1; 2; � � � ; J; (7)

where du(j) 2 CL is the unit-energy spreading sequence vector
which spreads each of the columns of Ck;u, and J is the length
of the spreading sequences. (Note that we do not constrain the
spreading sequences to be short ones and hence this scheme is also
applicable to long sequences.) The unitary group code Gk;u is
related to Ck;u and Ck�1;u as follows:

Ck;u = Ck�1;uGk;u; u = 1; 2; � � � ; U: (8)

We consider herein the case of only one receive antenna. We
consider the time-dispersive fading channels by modeling the chan-
nel impulse response as a finite impulse response (FIR) filter with
length Lf . Let yk;l(j) denote the receiver output (noise free) of
the lth tap of the FIR filter, l = 0; 1; � � � ; Lf � 1. At the kth time
slot, the jth sample of the received signal from the lth tap is

yk;l(j) =
UX
u=1

p
�lhlCk;udu(j � l); (9)

where �l denotes the SNR per receive antenna of the lth tap, hl 2
C1�M is the unknown channel row vector of the lth tap from the
M transmit antennas. Hence the output of the receiver antenna is

yk(j) =

Lf�1X
l=0

yk;l(j) + ek(j)

=

Lf�1X
l=0

p
�lhlCkd(j � l) + ek(j); j = 1; 2; � � � ; J;(10)

whereCk = [Ck;1 Ck;2 � � � Ck;U ] and d(j) = [dT1 (j) d
T
2 (j)

� � � dTU(j)]T with (�)T denoting the transpose.
From Equation (10), we obtain two slightly different data mod-

els, referred to as Model A and Model B.

Model A By employing the tap-delay expression, Equation (10)
becomes:

xk(j)
4
=

2
64

yk(j)
yk(j + 1)

� � �
yk(j + Lf � 1)

3
75

=

2
664
p
�0h0Ckd(j) + ek;0(j)p
�1h1Ckd(j) + ek;1(j)

� � �p
�Lf�1hLf�1Ckd(j) + ek;Lf�1(j)

3
775 ;

j = 1; 2; � � � ; J; (11)

where for p = 0; 1; � � � ; Lf � 1,

ek;p(j) =

Lf�1X
l=0;l6=p

p
�lhlCkd(j � l + p) + ek(j + p): (12)

In the above equation, we lump the delayed paths of each signal as
part of the noise by assuming that the auto- and cross-correlation



functions of the spreading sequences are low. Note that for some
j and p, ek;p(j) contains also the tails of the previous modulated
space-time codes Ck�1 or the heads of the next modulated space-
time code Ck+1.

Let
 = diagfp�0;
p
�1; � � � ; p

�Lf�1g, H = [hT0 hT1

� � � hTLf�1]T , and eA;k(j) = [ek;0(j) ek;1(j) � � � ek;Lf�1(j)]
T .

We have
xk(j) = 
HCkd(j) + eA;k(j): (13)

By denotingXk = [xk(1) xk(2) � � � xk(J)],D = [d(1) d(2)
� � � d(J)], and EA;k = [eA;k(1) eA;k(2) � � � eA;k(J)], Mod-
el A has the form

Xk = 
HCkD+EA;k: (14)

Model B Equation (10) can also be written as

yk(j) = h (IL 
Ck) �d(j) + ek(j); j = 1; 2; � � � ; J; (15)

where 
 denotes the matrix Kronecker product,

h =
�p

�0h0
p
�1h1 � � � p

�Lf�1hLf�1
�
; (16)

and

�d(j) =

2
64

d(j)
d(j � 1)
� � �

d(j � Lf � 1)

3
75 : (17)

(Note that d(j�Lf �1) = d(J+ j�Lf �1); 8j�Lf �1 � 0
in Equation (17) for short sequences.) Similar to (14), Model B
has the form

yk = [ yk(1) yk(2) � � � yk(J) ]

= h (IL 
Ck) �D+ eB;k; (18)

where �D = [�d(1) �d(2) � � � �d(J)], and eB;k ' [ek(1) ek(2)
� � � ek(J)] with ' meaning that although eB;k does not contain
the major part of the delayed paths of the signals, it still contains
the tails of the modulated space-time codes of the (k � 1)th slot.

4. DEMODULATION SCHEMES

Based on the data models given in the previous section, we can
readily obtain two demodulation schemes and their corresponding
receivers.

DSTR receiver From (14) we have the unstructured maximum
likelihood (ML) estimate of 
HCk as

Vk
4
= XkD

H(DDH)�1 = 
HCk +ER;k; (19)

where ER;k = EA;kD
H(DDH)�1 and we have assumed that

DDH has full rank.
Exploiting the similarity between (4) and (19) and using the

RAKE combination technique, we readily have the DSTR receiver

bGk;u = arg max
Gk2G

Re tr
n
GkV

H
k;u

b
2Vk�1;u

o
;

u = 1; � � � ; U; (20)

where Vk;u = Vk(:; (u � 1)L + 1 : uL) is the processed data
block corresponding to the uth user and b
2 = diagf�̂0; �̂1; � � � ;
�̂Lf�1g is the weighting matrix related to the power of each taps

of the FIR filter with �̂l, l = 0; 1; � � � ; Lf � 1, being a consistent
estimate of �l given by

�̂l = Vk(l + 1; :)VH
k (l+ 1; :)=(2LM): (21)

(Note that we have used the MATLAB conventions in expressing
the blocks of matrices.)

DSTD receiver From (18) we have the unstructured ML esti-
mate of h(IL 
Ck) as

zk
4
= yk �D

H( �D �DH)�1 = h(IL 
Ck) + eD;k; (22)

where eD;k = eB;k �D
H( �D �DH)�1. As above, we also assume

that �D �DH has full rank. It seems from this assumption that DST-
D intrinsically has lower subscriber capacity than DSTR. Yet this
drawback is not serious at all because DS-CDMA systems usually
work in quite light load conditions [11].

Let

zk
4
=
�
zk;0 zk;1 � � � zk;Lf�1

�
=
�p

�0h0Ck

p
�1h1Ck � � � p

�Lf�1hLf�1Ck

�
+
�
ek;0 ek;1 � � � ek;Lf�1

�
: (23)

Stacking up zk;l as the (l+ 1)th row of Zk, we have

Zk = 
HCk +ED;k: (24)

Comparing (19) and (24), we note that the only difference between
Vk and Zk is their noise. Hence it is straightforward to obtain the
DSTR receiver.

Note that, besides the RAKE combination, DSTD exploits the
known information of the spreading sequences and their delayed
paths deterministically as well. Hence DSTD is superior to DSTR
because it uses a more accurate data than DSTR.

5. NUMERICAL RESULTS

We present numerical examples to demonstrate the performance of
the proposed DSTR and DSTD schemes for DST-CDMA. Two sets
of examples are given in this section: DSTR and DSTD for time-
invariant channels, as well as DSTR and DSTD for time-varying
channels.

The DST-CDMA based communications systems considered
herein are all equipped with M = 2 transmit antennas and em-
ploy the 2 � 2 unitary group code over the BPSK constellation,
as described by (2). The space-time codes are constructed by us-
ing (8). Unit-energy Gold sequences with length 63 are used as
spreading sequences in all of the simulations. We choose Lf = 3,
and assume vec(hl) � CN (0; I2); l = 0; 1; 2, and the attenuation
between taps is 3 dB.

When the time-varying fading is considered, the channel vec-
tors change from time sample to time sample.

DSTR and DSTD for time-invariant channels Figure 1 shows
the BER comparison between DSCM and DSTM as a function of
the SNR for time-invariant fading channels when U = 6. Note that
DSTD performs better than DSTR since DSTD offers lower BER
at higher SNR. The reason is, as mentioned above, that DSTD not
only employs a kind of combination similar to RAKE, but exploits
the known information of the spreading sequences and their de-
layed paths deterministically as well; whereas DSTR employs the
RAKE combination only.
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Fig. 1. BER vs. SNR comparison between DSTR and DSTD for
time-invariant fading channels when U = 6.
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Fig. 2. BER vs. SNR comparison between DSTR and DSTD for
time-varying fading channels when U = 6.

DSTR and DSTD for time-varying channels The simulated
channels in the following case experience time-varying fading risen
from the Doppler frequencies caused by the relative motions of
mobiles and/or surroundings. It is charactered by the normalized
Doppler frequency of fDTc, where fD is the Doppler frequency
and Tc is the chip duration of the spreading sequences. In the sim-
ulations, we choose 1=Tc = 1:2288 MHz, and fD=200 Hz (corre-
sponding to a vehicle moving at 71 mph (miles per hour) with the
carrier frequency being 1.9 GHz).

Figure 2 shows the BER comparison between DSCM and D-
STM as a function of the SNR for time-varying fading channels
when U = 6. Again, DSTD still performs better than DSTR. Al-
so, the demodulation schemes are quite robust against fast fading.

6. CONCLUSIONS

We have proposed a new spatial and temporal modulation scheme
for DS-CDMA systems, referred to as the differential space-time

modulation for DS-CDMA (DST-CDMA). We have devised two
demodulation schemes, referred to as the differential space-time
Rake receiver (DSTR) and differential space-time deterministic re-
ceiver (DSTD). Simulation results shown that DSTD is superior to
DSTR in that DSTD offers lower BER at higher SNR. The rea-
son is that DSTD exploits the known information of the spread-
ing sequences and their delayed paths deterministically in addi-
tion to RAKE combination. The new modulation and demodula-
tion schemes are especially desirable for down-link transmission
of DS-CDMA systems with multiple transmit antennas and one
receive antenna, operating in fast time-dispersive fading channel-
s.
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