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Abstract: Methods of attacking chaotic encryption algorithms
have been developed. These methods have been applied to all
the published chactic encryption systems and all these systems
are broken in very short computer times. Counter measures
have also been developed in order to make chactic encryption
secure. Several examples and results are given.

1. INTRODUCTION

Many papers have been published describing chaotic
encryption algorithms and analogue encryption systems [1-4].
None of the papers adequately discusses the problem of
security or estimate the computational effort required to break
the system. Almost all papers assume that the system security
is derived from the fact that a cryptanalist does not know the
encryption system and henceit is very difficult to attack it with
knowledge of the ciphertext alone. Systems that derive their
security in this way are not worth very much as sooner or later
the system will be known. Worse till, is that the user will not
be aware that the system has been known and all the messages
sent will be easily attacked. In any encryption system one must
assume that the cipher is well known but the message cannot be
retrieved without the key used. This fact is well known to
cryptographers but apparently not to researchers in chaotic
systems. Most papers in chaotic encryption do not even
identify the key. This lead to researchers in methods of attack
to concentrate on processing the ciphertext alone without
knowledge of the cipher itsdlf [5-7].

In this paper we shall show that the first step in attack must
be the determination of the system used. This can be done
from processing the ciphertext. The second step is to build the
system and minimise the output to obtain the key. These two
processes are relatively easy to achieve especially that a ‘thumb
print’ can be produced from the ciphertext to identify the
chaotic system that produced it.

The developed method has been applied to all published
systems known to us and all of them have been broken with
very little computational effort.

The next question to be asked is ‘Does this mean that no
chaotic encryption method is secure? To answer this question
we introduced non-linear functions to change the system keys
dynamically. In this case the method of attack requires
knowledge of the non-linear functions used and al their
parameters.  So far we are unable successfully to attack such
systems.

2. SYTEM IDENTIFICATION

The first step of attack is to identify the chactic system from
the ciphertext. Chaotic time series possess a high level of
information that point to the type of generating system. That
information could be obtained by two ways:
Plotting the signal iterates. This is a plot of the signal
versus a delayed version of itsdf. Several delay values
could be used. For a discrete time series the dday is an

integer larger than unity. This step produces a plot similar
to a strange attractor and every chaotic system produces a
different strange attractor.

The auto-correlation function of the time series is plotted.
Again every chaotic system produces a different auto-
correlation plot.

From the above two reativey simple processes a ‘ thumb print’
of the system is produced which when compared to already
compiled library of plots, will identify the chaotic system used.
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Fig 1 Examples of iterates of chaotic signals produced by the
Chua, Réssler, Lorenze and Van der Pol systems




Fig 1. Shows iterates of continuos chactic systems. The
examples shown were produced by the Chua, Réssler, Lorenz
and Van der Pol systems. It is easily seen that each system
produces a unique pattern that can be readily identified.

Fig 2. shows examples of iterates of discrete chaotic systems.
The examples shown are for the Henon map and the
Yamakawa systems. Again each system produces a distinctly
identifiable plot.
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Fig 2. Iterates of the Henon map and the Y amakawa system.
The plot of the auto-correlation function produces a similar
result. Fig 3 shows the auto-correlation function for the Chua,
Henon, Lorenz and Rossler systems.
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Fig 3. The auto-correlation function for the (a) Chua (b) Henon
(c) Lorenz and (d) Rossler systems.

We can conclude that the iterates and the auto-correlation
function can identify the chaoctic system that produced the
intercepted ciphertext.

Of course knowledge of the system alone is not enough to
decipher the message. In the next section we shall describe
how the key is found.

3. FINDING THE KEY

Once the system is identified, the system and its inverse are
constructed to retrieve the information once the key is found.

All chactic encryption systems rely on hiding the
information in the chaotic signal. The higher the chaos to
signal ratio the more secure the system is considered, as simple
signal processing such as filtering will not retrieve the
information. Some systems simply add the signal to chaos
linearly while in others a process of linear or non-linear
modulation is used. Paradoxically, the mere fact that the signal
is very small makes the system prone to attack. Once the
system and its inverse are known the system parameters (keys)
are then optimised to minimise the output and thus remove the
masking chaotic signal. The keys are the parameters of the
chaotic system and the initial conditions of the integrators. The
keys have to be found to an accuracy of about one part in 10%.
Furthermore the parameters have to be kept within a certain
range so that the system does not come out of chaos. This
means that we must use a very accurate, constrained
minimisation routine, The routines used are standard functions
inthe MATLABO optimisation toolbox. However we find that
we have to use two different routines in succession in order to
obtain the required accuracy. First routine EO4AJF is used to
obtain preliminary results for the keys. This is then followed
by routine fminsearch . The process of finding the keys and
displaying the recovered information signal are illustrated in
the flow chart of Fig 4.
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Fig 4. Flow chart of the attack to recover the information
signal.



4. EXAMPLES OF SUCCESSFUL ATTACK

As mentioned before all published systems known to us have
been successfully attacked using the above method. We shall
give examples of these methods.

a. Attacking the Y amakawa chaotic communication system
Itoh et al. [8] have presented a chaotic communication system
based Yamakawa's chaos chip. The chaos chip contains three
basic units for constructing chaotic systems. Those are a
nonlinear delay unit, a linear delay unit and a summing unit.
Thetransmitter state equations are given by

X = F(X,)+es,

yn+1 = g(yn) - a'Zn +d Xn (1)
Zoia=Yn- b Z,
where,
' k1(X' E1) + k2E1! X< E1
f(%) = kX, E E£XEE,
1|-|(3(X- Ez)"'szz! X3 Ez

ki, ko, ks, E; and E; are constants.

Vn+1 iSthe transmitted signal and S, is the information signal.
The function g(y,) has the same form of f(x) but with different
constants kq, k», ks, E; and E,

Therecever state equations are given by

Zr/1+1 =Yn- b Zr/1
Yor - 9(Ya) +a 7,
d
ro= Xr/1+1 B f(Xr/1)
e
wherer, isthe recovered signal.

The attack took 345.8 seconds to determine the system
parameters (keys) after 1219 iterations.
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Fig 5. Result of attacking the Y amakawa system

Fig 5. shows the results of the attack. In this figure the
‘Attacker input' is the ciphertext, 'The attacker initial output' is
the output with the initial values of the keys, the 'Normal

output' is the output with the exact keys and 'The attacker
output' is the output with the keys found by the optimisation
procedure. The figure shows that the analogue signal was
correctly recovered with an error of less than 5%.

b. Attacking the system based on 'the general approach for
chaotic synchronisation’

Kocarev and Parlitz [9] presented a secure communication
system based on the general synchronisation approach. The
system uses the well-known Lorenz mode. The state equations
of the transmitter are given by

Xl =-ax t S(t)

X, =bx, - X, -

X, X5 €)

X3 = X X, - CXq
where a, b and ¢ are constants and S(t) is the transmitted
signal and it is given by

S(t) =10x, +ix,

andi istheinformation signal.
The state equations of the receiver are
Y1 =-ay, + S(t)

YZ = byl “Yom 1Y

Y3 =YY, - CY,.

Theinformation signal is recovered by
ir = (S(t)- 10y,)/Ys- ©)

The attack took 222.6 seconds to determine the system
parameters (keys) after 1760 iterations

©)

©)

el
- a0 _ 2
5 oM =
= E
¥ S0 2 2
a 25 0, = 25
P a0 tirme 2 x 10 tirme
.g =
€2 =
o+ o
=8 0 z 0
= &
T =
50 <2
- 2 %107
g E nz Tira 10 Timg
e =
23 5 5
Bz 0 w
o E =
50 g
=0 L
[
T 02 5
= a 25 0

Tirne Tirme

Fig 6. Result of attacking the 'general approach for chaotic
synchronisation'.

Fig 6. is represented in a similar manner to Fig 5 and for
explanation of the various signals see above.

Fig 6 shows that in this case the keys are calculated exactly and
thefinal error is zero to the accuracy of the computer used.
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5. COUNTER MEASURES

We have presented [10] a chaotic encryption algorithm that
realises signal to chaos ratios of —240 dB. We shall now
describe methods of making this algorithm secure against the
methods of attack described in section 4 above.
We convert all fixed parameters (keys and the initial
conditions) to non-linear bounded functions of time and
the state variables. Bounded functions are used to ensure
that the system still has a chaotic behaviour. The attacker
must first finds out what the functions used in the system
are and then finds the parameter values.
We use a multi-system encryption algorithm. In this
algorithm a combination of Chua, Lorenz and R™ssler
algorithms are used to encrypt the information signal. The
signal flow diagram of the algorithm using SIMULINKO
isshownin Fig. 7 and Fig. 8
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Fig. 7 Multi-system encryption algorithm. Thelower diagram
shows the key distribution system.
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Fig. 8 Multi-system decryption algorithm. Thelower diagram
shows the key distribution system.

The security is further improved by making the non-linear
key functions of one system dependent on the state
variables of the other systems.

The above counter measures will change the keys dynamically
in a way that is extremey difficult to predict by the
cryptanalyst. Thenext leve of attack isto attack the
algorithms symbol by symbol. We apply this method to attack
to out system and the result is shown in Fig. 9
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Fig 9. Result of the symbol by symbol attack

Itis clear from Fig. 9 that it is not possibleto retrieve the
information signal.

6. CONCLUSION

We conclude that al chaotic encryption algorithms using
constant keys are prone to attack. The only way to make these
systems secure is to have the system parameters (keys) non-
linear functions of time and the state variables. Further security
could be added using a multi-system algorithm consisting of
different individual algorithms. So far no known method of
attack exists for such systems.
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