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ABSTRACT

Support Vector Machines represent a new approach to pat-
tern classification developed from the theory of Structural Risk
Minimization[1]. Inthis paper, we present an investigation into the
application of Support Vector Machines' to the confidence mea-
surement problem in speech recognition. Specifically, based on
the results from an initial decoding of an utterance during speech
recognition, we derive a feature vector consisting of parameters
such asword score density, N-best word score density differences,
relative word score and relative word duration as input to the con-
fidence measurement process in which hypothetically correct ut-
terances are accepted and utterances determined to be incorrect
arerejected. We propose a new approach to training Support Vec-
tor Machines. In this paper, we have trained and tested a Support
Vector Machines classifier and compared the resultswith other sta-
tistical classification methods.

1. INTRODUCTION

Significant progress has been made in the development of au-
tomatic speech recognition (ASR) technology for continuous
speech. However, for widespread consumer applications, handling
spontaneous speech, as opposed to strictly prescribed command
words and phrases, remains a challenge in the deployment of ASR
technology. In particular, the characteristics of spontaneous speech
heavily contribute to the acoustic mismatch between speech data
used to train a system and the speech input to a system during
its operation. Spontaneous speech, for example, is often ungram-
matical; it tends to contain out-of-vocabulary words and dysflu-
encies such as filled pauses and false starts. Nonetheless, speech
utterances having these characteristics are an element of human
language behavior; therefore ASR technology that can gracefully
handl e spontaneous speech would contribute greatly towards user-
friendly voice applications.

In a spoken language system, the characteristics of sponta-
neous speech can be modeled at severa levels. For example, at
the syntactic and semantic levels, word spotting grammars can be
used to represent spontaneous speech and applied during a” robust
parsing” stage of processing after speech recognition iscompleted.
At the acoustic level, utterance verification is an essential part of
the speech recognition process for filtering out utterances that can
not reasonably be accepted by the domain grammar[4, 5, 6]. Dur-
ing utterance verification the objective isto incorporate in the rec-
ognizer the ahility accept keywords (i.e., words that are within the
domain) and ignore or reject non-keywords.

Joe Drish

University of California, San Diego
Dept. of Computer science and Eng.
9500 Gilman Dr. LA JOLLA
CA 92037,USA

Utterance rejection techniques are typically based on the by-
products of the speech recognition decoding process. Specifically,
a collection of features obtained from the decoder are combined
and used to perform a 2-way classification of an utterance: " cor-
rect” vs. "incorrect”. The features that are selected and used in
this classification assess the recognizer’s confidence in its results
and are often based on heuristics. For example, one of the confi-
dence measurements that we define and use in this paper is based
on having two sets of acoustic models: keyword models and non-
keyword, filler or garbage models. The acoustic score of a key-
word normalized by the acoustic score of the garbage models is
used to detect the occurrence of non-keywords in an utterance, and
therefore can be used to decide whether to reject the utterance.

In this paper we focus on two issues. First, in the next section,
we propose a set of features for confidence measurement. In ad-
dition to the above-mentioned normalized acoustic score, we pro-
pose other score-related features, and in addition features based
on word and speech segment duration. The second major area
of focus is the problem of designing an effective classifier. One
of the key characteristics of a classifier is its ability to generalize
or form a robust classification rule based on a small number of
training tokens. Support Vector Machines (SVM'’s), a relatively
new approach to pattern classification developed from the theory
of Structural Risk Minimization[1], have been shown to have a
greater ability to generalize in comparison to other statistical clas-
sification methods. For thisreason, SVM’s have been successfully
applied to problems in image and speech classification[2, 3]. In
this paper, we'll compare and contrast SVM-based classifierswith
other classification methods such as neura networks, logistic re-
gression, polynomia methods and linear discriminant analysis.

2. WORD LATTICE BASED FEATURES

The features we use for confidence measurement in our investiga-
tion are based on having first derived a word lattice for an utter-
ance. From this lattice we will extract features that are based on
scores and duration information.

2.1. Word-lattice Based Score Normalization
Continuous speech recognition is based on the fundamental prob-
ability relation

W = ARGMAX,, Pi(OL“(’())I; (w) @



w is the maximum likelihood word sequence computed from
p(o]w), the conditional probability (or likelihood) of the acoustic
sequence given a hypothesized word string w, p(w), w’s a pri-
ori probability (typically obtained from a language model), and
p(o0), theapriori probability of the acoustic sequence. The Viterbi
decoding process finds the best word sequence according to the
likelihood weighted by the language model score. That is, Equa-
tion (1) is evaluated with the denominator p(o) being ignored.
Sincethea priori probability p(o) isthe samefor all possible word
sequences for a given utterance, the value of p(o) will not change
the rank order of N-best word sequence hypotheses output from
a speech recognizer. However, the Viterbi score (or likelihood)
for the word sequence w is not an absolute measure of probability
and therefore cannot be reliably used to determine the goodness
of match for a word to a sequence of acoustic observations. For
measuring confidence or the probability of aword being correctly
recognized, we need to use normalized Viterbi scores. We can de-
fine a confidence measure as
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Alternatively, Equation (2) can be re-written as
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whereo;, ¢; and s; denote language model states, phone states and
HMM states respectively. Equation (3) suggests that we can ex-
pand the denominator of the confidence formulaabove into phone-
level or HMM state-level representations.

The confidence measure defined in Equation (3) can be applied
to the best word path, where the best path is obtained from Viterbi
decoding. However, athough the best path is the optimal choice
globally, some local word scores can be very low while others can
be very high. As a consequence, rejection of an utterance based
on the entire path score could be misleading. Alternatively, we
should apply this confidence formulato individual words. Specifi-
cally, using the word lattice, we can calcul ate the normalized word
scores using Equation (3) by allowing the denominator of thisfor-
mula to be the sum of scores for al possible paths through the
|attice; the numerator is simply the score corresponding to the best
path.
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2.2. Relative Duration and Relative Score

From the segmentation of word sequences in the lattice, we can
find out how many alternative words are hypothesized for each
segment of the best path. If a mgjority of alternative words whose
segmentation overlaps with the that of aword in the best path have
the same identity, it is reasonable to assume this word is proba-
bly correctly recognized. Based on this idea, we propose to use
two other features from the word lattice, the relative duration and
relative score for each word on the best path.

Basically, for each word on the best path, all words in the lat-
ticewill contribute to the total duration by the amount proportional
to their overlapping part with the best word. And all wordsin the
lattice with the same identity as the best word will contribute to
the best word duration by the amount proportional to their over-
lapping part with the best word. The same process can be also
applied to the word scores. We can also calculate the confidence

measure based on the frame based score difference between the
top two choices. The score per frame is computed as the global
score divided by the frame number of the whole utterance.

2.3. Scoredifferences of thetop word choices

The score difference feature is obtained by re-scoring the best
word segments with aternative words. These aternative words
are extracted from the word lattice whose spectral features over-
laps with the time span of the best word. If the scores from the
best word and the maximum score of the aternative words are
close, we can argue that these two words are confusable and the
best word should be assigned a low confidence score. Otherwise,
we can assign a high confidence score to it. Score differences can
also be calculated between the best word score and average score
in a phone lattice. As we have stated above, the phone lattice can
be generated with looser constraints than the word lattice. This
phone lattice could absorb the garbage words and out of vocabu-
lary words. The phoneme scores can better indicate how well the
acoustic features fit the phoneme models. When word scores are
used, each sub-word unit contributes equally to the total score. In
fact, different sub-words should contribute differently to the over-
all decision.

2.4. Word score per frame

The word score per frame is another attribute which indicates how
well the acoustic segment of the word matches the HMM mod-
els. A high score indicates that the acoustic features fit the model
well and a high confidence score should be given to the word.
A low score means the acoustic features do not fit well into the
model. This happens when the acoustic features are distorted or
models were not trained to cover this situation. For large vocab-
ulary speech recognition, the acoustic units are phoneme based.
However, not all the models can be well trained, especidly, the
stop consonants. The word score per frame is just the average of
phoneme scores. We can separate the models into categories each
with different weights. The average score can be more indicative
for the purpose of rejection.

3. SUPPORT VECTOR MACHINESBASED
CLASSIFICATIONS

The features defined in Section 2 can be input into any statistical
pattern classifer to decide whether to reject an utterance. In this
investigation we focused our attention on the Support Vector Ma-
chine (SVM) as a classification method. An SVM learns the deci-
sion boundary between two classes by mapping the training sam-
ple vectors onto a higher dimensional space and then determining
an optimal separating hyper-plane. SVM’s create a classifier with
minimized VC dimension which defines the capacity of a set of
functiong[1]. If the VC dimension islow, the expected probability
of error islow as well. By not requiring fine-tuning of parame-
ters, SVM’sexhibit agreater ahility to generalize in comparison to
other statistical pattern classification methods.
Consider the training feature vectors of two classes,
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The Support Vector Machines (SVM) algorithms will find a pair
of parallel optimal hyper-planes, defined as follows:
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to separate the two classes, so that the margin, i.e. the distance
between two hyper-planes, 2/||W|| isthe largest. Thisisthe sum
of the shortest distance from the hyper-plane to the closest positive
and negative examples. Thetraining vectors on the hyper-lanes are
called support vectors. The hyper-planes are located by solving the
optimization problem:

min ||w|]? + C >&
subject to constraints: ®)
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If £ = 0, the two classes are linearly separable and there are no
data points between H; and H». If & > 0, the two classes are
not linearly separable; for the data violating the maximum mar-
gin condition, a penalty controlled by C' > 0 is given to balance
margin maximization and classification errors. Using Wolfe dual-
ity theory, the problem can be transformed to the following dual
problem:
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where o; are Lagrange multipliers. Therefore:
N
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In the case where a linear boundary is inappropriate the Support
Vector Machines can map the input vector into a high dimen-
sional space through function ¥(x), where it can construct a lin-
ear hyper-plane in the high dimensional space. Since finding the
SVM solutions involves the dot products of the sample vectors
x; ® xj, kernel functions play a very important role in avoiding
explicitly producing the mappings, and avoiding the curse of di-
mensionality, so that ®(x;) - ®(x;) = k(xs, x;). That is, the dot
product in that high dimensional space is equivalent to a kernel
function of the current space and the hyper-planes is expressed as
y = va a;yik(xi,x) — b. An example kernel function called

Gaussian kemel is: K (x;,x;) = e I%i—xil°/20

4. HIERARCHICAL SUPPORT VECTOR MACHINES
TRAINING

Support Vector Machines exhibit a greater ability to generalize
in comparison to other statistical pattern classification methods.
However, it is observed that the SVM often consists of many sup-
port vectors that can be improperly biased by outliers along the
boundaries. The resulting classifier is also suspect when the num-
ber of training vectors for one class are much larger than those in
another class and when the two classes are not separable. Thetotal
penalties for each class could be heavily biased.

We propose to train the Support Vector Machines hierarchi-
caly. Starting at the root node of the tree from the training vectors
of two classes, the Support VVector Machine istrained with the data
centroids of the data from the two classes. After each iteration, ac-
cording to some rules we split the data associated with some nodes
of the tree into two parts and find the centroid for each node. The

centroids from the bottom nodes will be used to train the Support
Vector Machines. The maximum margin of the Support Vector
Machines will increase and saturate in the end. Thisway we can
also reduce the memory usage for training which is a significant
problem with training Support Vector Machines. Since we are
only interested in pattern classification, we can choose a hyper-
plane separating two classes with a certain tolerance region. That
means the boundary in the input space can be smoothed by cluster-
ing some data points along the boundaries and therefore reducing
the number of supporting vectors. In this way, we have trained
classifiers for classifying digits. Figure 1 shows the number of
support vectors as a function of variance in the Gaussian kernel
for two training methods for the classification of oh vs. zero.
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Figure 1: Comparison of the number of support vectors from two
training methods.

5. EXPERIMENT I

Aswe proposed in the above, we have severa features, such asthe
normalized score, score per frame, word duration, speech rate, etc,
which can heuristically contribute to determine the acceptability of
aword. We can formulate the confidence measure as a statistical
modeling problem. Given an acoustic segment o, which has been
transformed into a feature set X, and its correctness, we have to
find the posterior probability, P(w = ¢|X). Given the features,
there are many ways to generate the conditional posterior proba-
bility for the two categories.

We can view this as a parametric statistical modeling of the
training experiment results or a pattern classification problem. In
the experiment, we collect features from a digit recognition task.
For each word, four features such as density score, score differ-
ence, relative scores and relative duration are used for the analysis.
We have analyzed the results from statistical classification meth-
ods such as Neural Networks (NN), Linear Discriminant Analysis
(LDA), Logistic regression (LR) and Polynomial Regression(PL).
There is a heavy imbalance between the correct and the incorrect
examples from the training data, because recognition just has an
error rate of a few percent. We expect that the effectiveness of
the Support Vector Machines given only a small amount of data
would ease the problem. The Gaussian kernel is used in the exper-
iment and the variance is one. Figure 2 shows the histogram of the
distance of the feature vectors to the hyper-planes of the Support
Vector Machines. We show the comparative performance of the
different classifiers we used in the experiment in Figure 3.
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Figure 2: SVMsdistance histogram for digit rejection.
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Figure 3: Digit rejection resultsfrom SVM, LDA, NN, PL and LR
classifiers.

The error rate in the figure is percentage of remaining errors after
rejection against the total number of reference words. The rejec-
tion rate is the percentage of words being rejected. We see a better
result from the Support Vector Machines classification. The Lin-
ear Discriminant Analysisis not as good as the other approaches.
However, the disadvantage of the Support Vector Machines ap-
proach is that it takes much more parameters than other methods
we presented in the paper.

6. EXPERIMENT Il

Experiments are also performed by using Support Vector Ma
chines classifier to validate the recognition results or to compute
the confidence. To classify speech data with SVMs, the speech
features have to be encode into a fixed length vector. The align-
ment information from the Viterbi decoding of speech is there-
fore used to divide the feature segment for each model into three
equal regions and the averages of Mel Cepstral feature vectors of
39 dimension in each region are formed into feature vectors of di-
mension of 118. The SVM classifers are trained in a one vs. all
fashion. The target model belongs to one class and other mod-
elsin the model set belong to another class. In digits recognition
twelve classfiers are trained and the posterior probabilities are es-
timated from outputs of the decision function. For comparison,
the Guassian mixture models with two and five mixtures of full
covariance matrice are also trained for each model. We have in-
vestigated this post validation method on a digits recognition task.

We have estimated the distribution of the output of the SVM clas-
sifier with Guassian kernel function and those for the classifiers
using Gaussina mixture models of a mixture of two and five. The
rejection rate vs. error rate classification curve are constructed for
all these classfiers. We aso show this rate when only the numeri-
cal scores generated by the HMM alignment are used for rejection.
Figure 4 demonstrates the results of this comparison.
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Figure 4: Digits rejection results by post-validation.

7. CONCLUSION

In this paper, we addressed the word rejection problem and pro-
posed the use of features extracted from word lattice for rejection.
We applied Support Vector Machines to the classification problem
and presented in the paper a new approach to train Support Vec-
tor Machines for pattern classification. By Comparison with other
classification methods, we showed that Support Vector Machines
approach performs better. However, this approach requires more
storage for parameters. Further research is needed to apply this
approach to more complex speech recognition tasks.
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