AREA-EFFICIENT HIGH SPEEDDECODING SCHEMES FOR TURBO/MAP DECODERS

Zhongfeng Wang', Zhipei Chi? and Keshab K. Parhi?

IMorphICsTechnologyinc.
1550SouthBascomAvenue Suite200,Campbell CA 95008
email: zwang@morphics.com

2Departmenof ElectricalandComputerEngineering
University of MinnesotaMinneapolis USA
email: {zchi, parhii@ece.umn.edu

ABSTRACT

Turbodecodersnherentlyhave alargelateny andlow throughput
dueto iterative decoding.To increasehe throughputandreduce
thelateng, high speeddecodingscheme$iave to beemplgyed. In

this paperfollowing adiscussioron basicparalleldecodingarchi-
tecturestwo typesof area-licient paralleldecodingschemesire
proposed.Detailed comparisoron storagerequirementhumber
of computatiorunitsandthe overall decodingateng is provided
for variousdecodingschemesvith differentlevels of parallelism.
Hybrid paralleldecodingschemesreproposedisanattractie so-
lution for very highlevel parallelismimplementationsSimulation
resultsdemonstratéhatthe proposedrea-dicient paralleldecod-
ing schemetroducenoperformancelegradationin general.The
applicationof thepipeline-interleging techniqueto parallelTurbo
decodingarchitecturess presentecttheend.

1. INTRODUCTION

Turbo codesinventedby Berrouet al in 1993[1] hasbeenrec-
ognizedasa breakthrougtin the codingsociety While achieving
excellentdecodingperformanceturbodecodesuffersfrom alow
decodinghroughputinherentlyimposedby theiterative decoding
feature.

A turbo decoderconsistsof two soft-inputsoft-output(SISO)
decodersand an interleaver/ de-interleaer betweenthem. Each
constituentecodehastwo outputg1] ateachtimeinstant:(1) ex-

trinsicinformation,denotedasL,, (k) wherek representthetime
index, ¢+ = 1 or 2 correspondso #th decoder(2) log likelihood

ratio (LLR), denotedas L}, (k). The extrinsic informationoutput
from one constituentdecodetis usedasa priori informationfor
theotherconstituentlecodefterinterleaving /de-interleaing.

To achieve multiple speed-umf throughputparallelturbo de-
coding schemeshave to be emplo/ed. Basically two different
classe®f parallelschemesreavailable. Shavn in Fig. 1 (a) and
(b) areexamplesof two classe®f paralleldecodingschemesvith
twice speed-upln generaljf F-level parallelismisto bedesigned
andthe ClassA parallelschemds adopted,F’ + 1 setsof input
buffersfor F + 1 whole framesof data,F setsof SISOdecoders
andinterlearers/de-interleaersarerequired.While with the Class
B decodingschemeonly 2 setsof inputbuffers(for 2 dataframes),
F setsof SISOdecodersindl setof interleaser/de-interleaerare
required.Althoughthe memorydesignfor the ClassB schemds
morecomplicatedhanClassA casedueto multiple addressac-
cessei oneclockcycle,theoverallhardwarecompleity of Class
B schemess olbviously muchlessthanthat of the ClassA when
F > 2. So,wewill focusontheClassB paralleldecodingscheme
in thiswork.
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Figure 1. Block diagrams of two classesf parallel decoding
schemes

This paperis organizedasfollows. In section2, afterpresenting
amodifiedversionof existing paralleldecodingschemetwo types
of area-dficient paralleldecodingschemesre proposedvith de-
tailed comparisoron the storagerequirementnumberof compu-
tationunitsandthe overall decodindateng. We arguethathybrid
parallel decodingschemesseemto be the bestchoicesfor very
high level parallelismimplementations.In section3, the appli-
cationof the pipeline-interlesing techniqueto parallelturbo de-
codingarchitecturesreaddressedndsimulationresultsarepre-
sentedto shav thatthe proposedarea-dicient parallel decoding
schemesave no performancealegradationin generain sectiord4.
Theconclusioncomesin thelastsection.

2. AREA-EFFICIENT PARALLEL DECODING
SCHEMES

2.1. Segmentedsliding window approach

A coupleof paralleldecodingschemegoundin theliteraturewas
proposedn [2][3]. The basicideais to divide a decodingframe
into F' sub-blocks. Global recursionoperationsor forward and
backvardstatemetricsaresimultaneouslyerformedoneachsub-
block. To ensurethattheinitial valuesof theserecursionopera-
tions at intermediatepoints of a frameto be reliable,an overlap
hasto be consideredetweeradjacensub-blocks An exampleof
theparalleldecodingschemas shavn in thetop partof Fig. 2.

To reducememorysizefor the storageof statemetricsandalso
toreducethelateng, theslidingwindow approach4] canbeused
for eachsegmentof adecodingblock (shavn atthe bottompartof
Fig. 2). Thecostis onemore8 computatiorunit for eachsegment
of ablock.

If F-level parallelismis assumedtotally F' copiesof a units,
2F copiesof 8 unitsandF’ copiesof LLR/ L., computatiorunits
arerequired. The requiredmemoryfor storageof computedfor-
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Figure 3. An exampleof an type-I 2-parallel turbo decodingscheme.
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Figure4. An exampleof atype-Il 2-parallel turbo decodingscheme.

wardstatemetricswouldbe L « F' « M bitswhereL is thelength
of theslidingwindow and M is total numberof stateof onetrellis

stage.AssumingM = 4 (i.e., K = 3) andF = 4, the storage
of statemetricswould requirel16 = 4 x 4 « 9 = 2304 bits [5, 6],

whichis acceptableTheoverall decodingcyclesfor oneiterative

decodingwould be B;+2 in generalwhere B, = N/F denotes
the sub-blocksize.
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Figure 2. A conventional parallel decoding schemeand its
modification

2.2. Areaefficient parallel decodingschemes

The modified parallel decodingschemeproposedn section2.1
(denotedas segmented sliding window (SSW) approach for con-

venienceof later discussionhasa dravbackthatthe ratio of pre-
computatiorpartto realcomputatiorof backward statemetricsis
1:1. To achieve a high areaefficiengy, thisratio hasto bereduced.
In otherwords,oncereliablebackward or forward recursionstate
metricshave beenobtainedwith a pre-computatiorunit working
for aconsiderabl@amountof decodingecycles,the effective recur
sionoperationsstartingat this point shouldbe continued for more
decoding cycles.

Onthe otherhand,the recursve computatiorof forward recur
sion statemetricsand backward recursionstatemetricsare sym-
metric. Therefore,we can either continuouslycomputeforward
recursionstatemetricswhile computingbackward recursionstate
metrics(sub)block by block usingthe sliding window approach,
or we can continuouslycomputebackward recursionstate met-
rics while computingforward recursionstatemetrics(sub)block
by block with the sliding window approach. Furthermore ,we
can also usethe sliding window approachfor both forward and
backwvard recursionoperationsand this makes parallel decoding
schemesnoreflexible. Therefore two typesof paralleldecoding
schemeganbe constructedvherewe follow therulesbelow:

1. Decodinglateny shouldshouldnever belargerthanS + 2
whereS is total numbersub-blocks;

2. The number of metrics/atrinsic information computation
units doesnt exceedF' at ary time intenal where F' is the
level of parallelism;

3. Thenumberof memoryneededioesnt exceedonesegment
atary time.
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Figure5. An exampleof atype-I 3-parallel turbo decodingscheme.

Shawvn in Fig. 3 is an exampleof a 2-paralleltype-| parallel de-
codingscheme. All computationunits work in a pipelinedway
over the entireframe. In the figure, the left-orientedarrovs indi-
cateforward recursve computatiorandthe right-orientedarrovs
represenbackward recursion. The dashedines denotethe pre-
computatiorpartsandsolid linesrepresenteal (effective) compu-
tation parts. Lt denotegerformingthe computatiorof LLR and
extrinsic informationduring the time segmentwith index t. The
small boxes underneattthe orientedarravs representhe mem-

ory requiremenfor the storageof statemetrics,eg., means
thatstatemetricswithin oneslidingwindow mustbe savedfor one
time sgmentandmemorymustbe providedto save the statemet-
rics with lengthof 1 slidingwindow. A time segmentis referred
to thetime for the decodeto finish its decodingwithin half itera-
tion) of asliding window.

It is nothardto find thatthe overall decodingcyclesandcompu-
tationunitsfor this schemeareexactly the sameaswith the SSW
approachHowever, thisparalleldecodingscheménasa smallben-
efitthatit doesnotrequirethereceveddataover aframeareavail-
ableatthebeginningof iterative decoding.

Shawn in Fig. 4 is an exampleof a type-Il paralleldecoding
scheméor 2-paralleldecodingwherea frameis dividedinto two
parts,eachpartconsistsof the samenumberof sub-blocksnclud-
ing 1 shadedub-blockwhichis theoverlappart. All computation
unitswork in apipelinedway over asub-blockinsteadof anentire
frame.

It canbe seenthat, for this 2-paralleldecodingschemetwo «
units (el anda?2 in the diagram)andthree units (80, 81 and
2) andtwo LLR/ L., computatiorunitsarerequired.

Comparedvith the SSWapproachthenew approactsavesone
B unit. The memoryrequirementindoverall lateny are exactly
thesame Furthermoretheforwardrecursionstatemetricsareex-
actly the samefor both cases.However, it is easyto seethat, on
theaverage the backward recursionstatemetricscomputedusing
the type-Il schemeare morereliable thanthosecomputedusing
the SSW approachas the averagerecursiondepth (of backward
recursioncomputation)of the new approachs larger It should
be notedthatthe dashedarravs outsidethe decodedramerepre-
sentthe casewhenthe currentdecodingframeis a sub-frameof
alarge frame. In that case,a hybrid paralleldecodingschemds
employed. Thedetailswill begivenlater

Althoughthetype-Il paralleldecodingschemas superiorto the
type-I schemdn the caseof 2-level parallelism,it is not suitable
for higherlevels(F > 2) of parallelismdueto thefollowing prob-
lems: (1) thetotal numberof computatiorunitsis not minimized,
(2) therequiremenfor storageof statemetricsis not minimized,
and(3) theoverall decodingcyclesarenot minimized.

Shavnin Fig. 5is thetiming diagramfor a 3-paralleltype-I par
allel decodingscheme For simplicity andclarity, only 21 sliding

blocksaredrann in thediagram.All symbolsin thediagramhave
the samemeaningsasin Fig. 3. The left-handside of the thick
dash-dotine is the partwhich canbe extended. For example, if
the total numberof sliding blocksincreasedy 3 * W whereW
representsn integer, thenthe left-handside of the dash-dotine
will beextendedby 3 « W sliding blocks. Theright-handsideof
dash-dotine is theremovablepart,i.e., thelastoneor two columns
canberemovedif the overall sliding blocksis notmultiple of 3. It
shouldbe notedthat,in this decodingschemetheright-handside
of thedash-dotine canbemovedinto thebeginningof the frame.
In thatcasethis decodingscheménasa smallbenefitasthetype-I
2-level paralleldecodingschemaliscussea@bove.

It canbe seenthattotally 4 « computatiorunits,4 3 unitsand
3 LLR/L., computationunits areused. The statemetricsarere-
quiredto storeaslarge asthreesliding blocks. In generalcases,
therequiredoveralldecodingcyclesareS + 2. Comparedvith the
SSWapproachthenew approachequiresl morea unit, but saves
2 more 3 units. As thereis no differencein realimplementation
betweena and g3 units, the netsaving for the new approachis 1
computatiorunit (o or 8). Thelateny andmemoryrequirement
for bothapproacheareexactly thesame.
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Figure6. A type-I 5-parallel turbo decodingscheme

For F' > 3 casesthetype-| paralleldecodingschemealsoruns
into problems.Shavn in Fig. 6 is anexampleof a 5-parallelde-
codingschemeTotally 6 « units, 63 unitsand4 LLR/ L., compu-
tationunitsareused.Theoverall decodingcyclesareS + 2 = 12.



Comparedvith the SSWapproachthis schemehasa netsaring

of 3 a units. The lateny is the same. However, the storageof

statemetricsis requiredfor 7 sliding blocks. That's to say the

new schemeequiresstorageof statemetricsof additional2 sliding

blocks. Therearetwo waysto tradeoff the saving of computation
l[JI‘]itSfOf thestoragaequirementinterestedeadersarereferredto

7].

2.3. Hybrid parallel decodingschemes

If avery high level parallelismis required hybrid paralleldecod-
ing schemes$ave to beemplo/ed asneithertype-Inortype-Il par
allel decodingschemas suitable.

If a 4-paralleldecodingschemeis required,we can divide a
frameinto 2 partsaswe did with the SSWapproachandthenap-
ply thetype-ll 2-paralleldecodingschemeonto eachpart. In this
casetwo computatiorunitscanbe savedcomparedvith the SSW
approach.

If a 5-paralleldecodingschemds required,we caneitheruse
thetype-lapproaclcombinedwith atrade-of methodasin [7], or
usea hybrid paralleldecodingscheme.In the later casea frame
is dividedinto two parts,i.e, partA andpartB, with areasonable
overlapdepth.Thenthetype-Il 2-paralleldecodingschemas used
for Part A andthetype-I 3-paralleldecodingschemdas emplg/ed
for Part B. In this case two computatiorunits canbe saved. The
overall saving is aboutthe sameasthe type-I 5-paralleldecoding
schemaewith a goodtrade-of.

For a6-level parallelismdecodinga frameis dividedinto three
equivalentsub-framesThetype-Il 2-paralleldecodingschemdas
appliedonto eachsub-frame The overall netsaving is threecom-
putationunits, which is obviously betterthanapplyingthe type-I
3-paralleldecodingschemeontotwo equvalentsub-frames.

For F' > 7 caseshybrid decodingschemeganbe constructed
similarly aswe did in theabove. For theoptimalchoice thetype-I
decodingschemeshouldbe appliedasmary aspossible.

3. APPLICATION OF PIPELINE-INTERLEA VING

Pipelineinterlearing techniquavasproposedor high-speedecur
sive filter designin [8]. In turbodecoderspnly o and3 compu-
tationunits have recursve loops. Usingpipelineinterleasing, one
hardware unit canperformoperationgreviously assignedo two
or more(dependingn pipelining stageshardwareunits. In gen-
eralcasesthe hardvareoverheadntroducedby pipelineregisters
andinterleaving MUX’ saremuchsmallerthanthesavedhardware
units. So,thetotal areawould bereducedn general.

Pipelineregisterscanbe placedinsidetheloop of /3 compu-
tation units. In orderto maintainthe samethroughput.the clock
cyclefor therecursve loop hasto beincreasedy v times,where
v denoteshenumberof stageof pipelineinterleaving. As thedy-
namicpower dissipationis proportionako theclockfrequeng and
thetotal chagecapacitancén thecircuit, thepipeline-interleaing
architecturavill consumeslightly morepowerthantheoriginal ar-
chitecturein which multiple identicalhardwareunitsareuseddue
toits smalloverhead9]. However, astheareaoverheadrelatedto
thetotal numberof transistors)s reducedthetotal leakagepowver
andshortcircuit power couldbereduced.

4. PERFORMANCE COMPARISON

Simulationfor the 1 K'3 casewasperformedassumingan AWGN
channelwith BPSK modulationandcoderater=1/2. (dueto lack
of spacethe simulationresultsof 1K5 arenot presentechere).
8 M information bits have beengeneratedand the resultsshavn
in Fig.7 areperformanceomparisorof threedifferentparallelde-
codingschemesinderE;, /N, < 3.0dB. The dashedine repre-
sentghetype-I2-paralleldecodingschemeThedash-dotine rep-
resentghe caseusingglobalsliding window approach.The solid
linesrepresentshe caseusingtype-I 4-paralleldecodingscheme.
It canbe seenthatthe performancef 2-paralleldecodingscheme
is alittle worsethanthe casewith non-sgmentedsliding window
approachwhile the performancef 4-paralleldecodingschemds
alittle better It canbe deducedhatthe performancef pipelined

paralleldecodingschemesreat leastasgoodas SSWapproach
whenthe parallelizationis no lessthan3.
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Figure 7. Performance comparison of various decoding
schemes:1K3 case

5. CONCLUSIONS

In this papertwo typesof area-eicient paralleldecodingschemes
are proposedo increasethe decodingthroughputof MAP turbo
decoders.Detailedcomparisoraboutstoragerequirementnum-
berof computatiorunitsandtheoveralldecodindatengy hasbeen
provided for various parallel decodingschemes. Hybrid paral-
lel decodingschemesave beenshavn to be the bestchoicesfor
very high level parallelismcases.Simulationresultshave shavn
thattheproposedrea-€licient paralleldecodingscheme$iave no
performancedegradationsin general. The pipeline-interleging
techniquecan be combinedwith area-dficient parallel decoding
schemeso achieve goodtrade-ofs betweerareaandpower.
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