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ABSTRACT

Turbodecodersinherentlyhavealargelatency andlow throughput
dueto iterative decoding.To increasethe throughputandreduce
thelatency, highspeeddecodingschemeshave to beemployed. In
thispaper, following adiscussiononbasicparalleldecodingarchi-
tectures,two typesof area-efficientparalleldecodingschemesare
proposed.Detailedcomparisonon storagerequirement,number
of computationunitsandtheoverall decodinglatency is provided
for variousdecodingschemeswith differentlevelsof parallelism.
Hybridparalleldecodingschemesareproposedasanattractiveso-
lution for veryhighlevel parallelismimplementations.Simulation
resultsdemonstratethattheproposedarea-efficientparalleldecod-
ingschemesintroducenoperformancedegradationin general.The
applicationof thepipeline-interleaving techniqueto parallelTurbo
decodingarchitecturesis presentedat theend.

1. INTRODUCTION
Turbo codesinventedby Berrouet al in 1993[1] hasbeenrec-
ognizedasa breakthroughin thecodingsociety. While achieving
excellentdecodingperformance,turbodecodersuffersfrom a low
decodingthroughputinherentlyimposedby theiterativedecoding
feature.

A turbo decoderconsistsof two soft-inputsoft-output(SISO)
decodersandan interleaver/ de-interleaver betweenthem. Each
constituentdecoderhastwooutputs[1] ateachtimeinstant:(1)ex-
trinsicinformation,denotedas ����	��

��� where� representsthetime
index, ����� or � correspondsto ���	� decoder, (2) log likelihood
ratio (LLR), denotedas �������

��� . Theextrinsic informationoutput
from oneconstituentdecoderis usedasa priori informationfor
theotherconstituentdecoderafterinterleaving /de-interleaving.

To achieve multiple speed-upof throughput,parallelturbo de-
coding schemeshave to be employed. Basically, two different
classesof parallelschemesareavailable.Shown in Fig. 1 (a) and
(b) areexamplesof two classesof paralleldecodingschemeswith
twicespeed-up.In general,if � -level parallelismis to bedesigned
andthe ClassA parallelschemeis adopted,� �!� setsof input
buffersfor �"�#� wholeframesof data,� setsof SISOdecoders
andinterleavers/de-interleaversarerequired.While with theClass
B decodingscheme,only � setsof inputbuffers(for � dataframes),� setsof SISOdecodersand � setof interleaver /de-interleaverare
required.Althoughthememorydesignfor theClassB schemeis
morecomplicatedthanClassA casesdueto multiple addressac-
cessesin oneclockcycle,theoverallhardwarecomplexity of Class
B schemesis obviously muchlessthanthatof theClassA when�%$&� . So,wewill focusontheClassB paralleldecodingscheme
in thiswork.
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Figure 1. Block diagrams of two classesof parallel decoding
schemes

Thispaperis organizedasfollows. In section2, afterpresenting
amodifiedversionof existingparalleldecodingscheme,two types
of area-efficient paralleldecodingschemesareproposedwith de-
tailedcomparisonon thestoragerequirement,numberof compu-
tationunitsandtheoveralldecodinglatency. Wearguethathybrid
parallel decodingschemesseemto be the bestchoicesfor very
high level parallelismimplementations.In section3, the appli-
cationof the pipeline-interleaving techniqueto parallelturbode-
codingarchitecturesareaddressedandsimulationresultsarepre-
sentedto show that the proposedarea-efficient paralleldecoding
schemeshave no performancedegradationin generalin section4.
Theconclusioncomesin thelastsection.

2. AREA-EFFICIENT PARALLEL DECODING
SCHEMES

2.1. Segmentedsliding window approach
A coupleof paralleldecodingschemesfoundin theliteraturewas
proposedin [2][3]. The basicideais to divide a decodingframe
into � sub-blocks.Global recursionoperationsfor forward and
backwardstatemetricsaresimultaneouslyperformedoneachsub-
block. To ensurethat the initial valuesof theserecursionopera-
tions at intermediatepointsof a frameto be reliable,an overlap
hasto beconsideredbetweenadjacentsub-blocks.An exampleof
theparalleldecodingschemeis shown in thetop partof Fig. 2.

To reducememorysizefor thestorageof statemetricsandalso
to reducethelatency, theslidingwindow approach[4] canbeused
for eachsegmentof adecodingblock(shown at thebottompartof
Fig. 2). Thecostis onemore ' computationunit for eachsegment
of ablock.

If � -level parallelismis assumed,totally � copiesof ( units,�)� copiesof ' unitsand � copiesof LLR/ � �	� computationunits
arerequired.The requiredmemoryfor storageof computedfor-
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Figure3. An exampleof an type-I 2-parallel turbo decodingscheme.
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Figure4. An exampleof a type-II 2-parallel turbo decodingscheme.

wardstatemetricswouldbe �/.��&.10 bitswhere� is thelength
of theslidingwindow and 0 is totalnumberof stateof onetrellis
stage.Assuming 02�43 (i.e., 56�87 ) and �9�43 , the storage
of statemetricswould require �;:<.=3<.>3<.@?A�B�)7)C)3 bits [5, 6],
which is acceptable.Theoverall decodingcyclesfor oneiterative
decodingwould be DFE +2 in general,where DFEG�4HJI)� denotes
thesub-blocksize.
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Figure 2. A conventional parallel decoding schemeand its
modification

2.2. Ar eaefficient parallel decodingschemes
The modified parallel decodingschemeproposedin section2.1
(denotedas segmented sliding window (SSW) approach for con-

venienceof laterdiscussion)hasa drawbackthat theratio of pre-
computationpartto realcomputationof backwardstatemetricsis
1:1. To achieve ahighareaefficiency, this ratiohasto bereduced.
In otherwords,oncereliablebackwardor forwardrecursionstate
metricshave beenobtainedwith a pre-computationunit working
for a considerableamountof decodingcycles,theeffective recur-
sionoperationsstartingat thispoint shouldbecontinued for more
decoding cycles.

On theotherhand,therecursive computationof forwardrecur-
sion statemetricsandbackward recursionstatemetricsaresym-
metric. Therefore,we caneithercontinuouslycomputeforward
recursionstatemetricswhile computingbackwardrecursionstate
metrics(sub)block by block usingthesliding window approach,
or we can continuouslycomputebackward recursionstatemet-
rics while computingforward recursionstatemetrics(sub)block
by block with the sliding window approach. Furthermore,we
canalso usethe sliding window approachfor both forward and
backward recursionoperationsand this makes parallel decoding
schemesmoreflexible. Therefore,two typesof paralleldecoding
schemescanbeconstructedwherewe follow therulesbelow:

1. Decodinglatency shouldshouldnever be larger than MN�#�
where M is total numbersub-blocks;

2. The number of metrics/extrinsic information computation
units doesn’t exceed � at any time interval where � is the
level of parallelism;

3. Thenumberof memoryneededdoesn’t exceedonesegment
at any time.



t3 t4 t5t2

1 1 11

1 11

1 11

1 11 1 11

1 1

1 11

t1 t2

t4

t3 t6t4 t5t4t3

t5 t6

t1t2t3t4 t3t3t4t5t6

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10 B12B11 B13 B14 B15 B16 B17 B18 B19 B20 B21

t7

t5t6t7t8

t6

t5 t6 t7 t8

t7 t8

t0 t1 t2 t3

t1 t2

t0t1t2 t2t4 t3t5 t4t5t6t7 t6t7

t1t2t3 t0

α0 α0 α1 α2 α3

α0 α1 α2 α3

α0 α1 α2 α3

α0 α1 α2 α3

α0 α1 α2 α3

α0

α3 α3

α1 α2

L2

L2 L4 L4

L3 L5 L5

L4 L6 L6

L5 L7 L7

L6 L8 L8

L7 L8

β2 β1 β0

β3 β2 β1 β0

β3 β2 β1 β0

β3 β2 β1 β0

β3 β2 β1 β0

β3 β2 β1 β0

β1 β0

β3 β3 β3 β3

L2L3L3

α2 α2

α3

Figure5. An exampleof a type-I 3-parallel turbo decodingscheme.

Shown in Fig. 3 is an exampleof a 2-paralleltype-I parallelde-
codingscheme.All computationunits work in a pipelinedway
over theentireframe. In thefigure, the left-orientedarrows indi-
cateforward recursive computationandthe right-orientedarrows
representbackward recursion. The dashedlines denotethe pre-
computationpartsandsolid linesrepresentreal(effective)compu-
tationparts. �O� denotesperformingthecomputationof LLR and
extrinsic informationduring the time segmentwith index � . The
small boxes underneaththe orientedarrows representthe mem-
ory requirementfor the storageof statemetrics,e.g., 1 means
thatstatemetricswithin oneslidingwindow mustbesavedfor one
timesegmentandmemorymustbeprovidedto save thestatemet-
rics with lengthof 1 sliding window. A time segmentis referred
to thetimefor thedecoderto finish its decoding(within half itera-
tion) of aslidingwindow.

It is nothardto find thattheoveralldecodingcyclesandcompu-
tationunitsfor this schemeareexactly thesameaswith theSSW
approach.However, thisparalleldecodingschemehasasmallben-
efit thatit doesnotrequirethereceiveddataoveraframeareavail-
ableat thebeginningof iterativedecoding.

Shown in Fig. 4 is an exampleof a type-II parallel decoding
schemefor 2-paralleldecodingwherea frameis dividedinto two
parts,eachpartconsistsof thesamenumberof sub-blocksinclud-
ing 1 shadedsub-block,whichis theoverlappart.All computation
unitswork in apipelinedwayoverasub-blockinsteadof anentire
frame.

It canbeseenthat, for this 2-paralleldecodingscheme,two (
units ( (P� and (O� in the diagram)andthree ' units ( 'QC , '�� and'R� ) andtwo LLR/ � �	� computationunitsarerequired.

Comparedwith theSSWapproach,thenew approachsavesone' unit. The memoryrequirementandoverall latency areexactly
thesame.Furthermore,theforwardrecursionstatemetricsareex-
actly the samefor bothcases.However, it is easyto seethat,on
theaverage,thebackwardrecursionstatemetricscomputedusing
the type-II schemearemorereliable than thosecomputedusing
the SSWapproachas the averagerecursiondepth(of backward
recursioncomputation)of the new approachis larger. It should
benotedthat thedashedarrows outsidethedecodedframerepre-
sentthe casewhenthe currentdecodingframeis a sub-frameof
a large frame. In that case,a hybrid paralleldecodingschemeis
employed.Thedetailswill begivenlater.

Althoughthetype-II paralleldecodingschemeis superiorto the
type-I schemein thecaseof 2-level parallelism,it is not suitable
for higherlevels( �%$&� ) of parallelismdueto thefollowing prob-
lems:(1) thetotal numberof computationunitsis not minimized,
(2) the requirementfor storageof statemetricsis not minimized,
and(3) theoverall decodingcyclesarenotminimized.

Shown in Fig.5 is thetiming diagramfor a3-paralleltype-Ipar-
allel decodingscheme.For simplicity andclarity, only 21 sliding

blocksaredrawn in thediagram.All symbolsin thediagramhave
the samemeaningsas in Fig. 3. The left-handsideof the thick
dash-dotline is the part which canbe extended.For example,if
the total numberof sliding blocksincreasesby 7S.�T where T
representsan integer, thenthe left-handsideof the dash-dotline
will beextendedby 7F.>T sliding blocks. Theright-handsideof
dash-dotline is theremovablepart,i.e., thelastoneor twocolumns
canberemovedif theoverall slidingblocksis notmultipleof 3. It
shouldbenotedthat,in this decodingscheme,theright-handside
of thedash-dotline canbemovedinto thebeginningof theframe.
In thatcase,thisdecodingschemehasasmallbenefitasthetype-I
2-level paralleldecodingschemediscussedabove.

It canbeseenthat totally 4 ( computationunits,4 ' unitsand
3 LLR/ � �	� computationunitsareused.Thestatemetricsarere-
quiredto storeaslarge asthreesliding blocks. In generalcases,
therequiredoveralldecodingcyclesare MU�A� . Comparedwith the
SSWapproach,thenew approachrequires1 more( unit,but saves
2 more ' units. As thereis no differencein real implementation
between( and ' units, the net saving for the new approachis 1
computationunit ( ( or ' ). The latency andmemoryrequirement
for bothapproachesareexactly thesame.
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Figure6. A type-I 5-parallel turbo decodingscheme

For �V$W7 cases,thetype-I paralleldecodingschemealsoruns
into problems.Shown in Fig. 6 is anexampleof a 5-parallelde-
codingscheme.Totally6 ( units, :X' unitsand4LLR/ � �	� compu-
tationunitsareused.Theoveralldecodingcyclesare MY�N�U�%�;� .



Comparedwith the SSWapproach,this schemehasa net saving
of 3 ( units. The latency is the same. However, the storageof
statemetricsis requiredfor 7 sliding blocks. That’s to say the
new schemerequiresstorageof statemetricsof additional2 sliding
blocks.Therearetwo waysto tradeoff thesaving of computation
unitsfor thestoragerequirement,interestedreadersarereferredto
[7].

2.3. Hybrid parallel decodingschemes
If a very high level parallelismis required,hybrid paralleldecod-
ing schemeshave to beemployedasneithertype-Inor type-II par-
allel decodingschemeis suitable.

If a 4-paralleldecodingschemeis required,we can divide a
frameinto 2 partsaswe did with theSSWapproachandthenap-
ply thetype-II 2-paralleldecodingschemeontoeachpart. In this
case,two computationunitscanbesavedcomparedwith theSSW
approach.

If a 5-paralleldecodingschemeis required,we caneitheruse
thetype-Iapproachcombinedwith a trade-off methodasin [7], or
usea hybrid paralleldecodingscheme.In the latercase,a frame
is dividedinto two parts,i.e., partA andpartB, with a reasonable
overlapdepth.Thenthetype-II 2-paralleldecodingschemeis used
for Part A andthetype-I 3-paralleldecodingschemeis employed
for Part B. In this case,two computationunitscanbesaved. The
overall saving is aboutthesameasthetype-I 5-paralleldecoding
schemewith agoodtrade-off.

For a6-level parallelismdecoding,a frameis dividedinto three
equivalentsub-frames.Thetype-II 2-paralleldecodingschemeis
appliedontoeachsub-frame.Theoverall netsaving is threecom-
putationunits,which is obviously betterthanapplyingthe type-I
3-paralleldecodingschemeontotwo equivalentsub-frames.

For �4Z [ cases,hybrid decodingschemescanbeconstructed
similarly aswedid in theabove. For theoptimalchoice,thetype-I
decodingschemeshouldbeappliedasmany aspossible.

3. APPLICATION OF PIPELINE-INTERLEA VING

Pipelineinterleaving techniquewasproposedfor high-speedrecur-
sive filter designin [8]. In turbodecoders,only ( and ' compu-
tationunitshave recursive loops.Usingpipelineinterleaving, one
hardwareunit canperformoperationspreviously assignedto two
or more(dependingon pipeliningstages)hardwareunits. In gen-
eralcases,thehardwareoverheadintroducedby pipelineregisters
andinterleaving MUX’ saremuchsmallerthanthesavedhardware
units.So,thetotal areawouldbereducedin general.

Pipelineregisterscanbeplacedinsidetheloop of (OI;' compu-
tation units. In orderto maintainthe samethroughput,the clock
cycle for therecursive loop hasto beincreasedby \ times,where\ denotesthenumberof stagesof pipelineinterleaving. As thedy-
namicpowerdissipationis proportionalto theclockfrequency and
thetotalchargecapacitancein thecircuit, thepipeline-interleaving
architecturewill consumeslightly morepowerthantheoriginalar-
chitecturein whichmultiple identicalhardwareunitsareuseddue
to its smalloverhead[9]. However, astheareaoverhead(relatedto
thetotalnumberof transistors)is reduced,thetotal leakagepower
andshortcircuit powercouldbereduced.

4. PERFORMANCE COMPARISON

Simulationfor the �]5^7 casewasperformedassuminganAWGN
channelwith BPSKmodulationandcoderater=1/2. (dueto lack
of space,the simulationresultsof �]5/_ arenot presentedhere).` 0 informationbits have beengeneratedandthe resultsshown
in Fig.7areperformancecomparisonof threedifferentparallelde-
codingschemesunder acbdIeHUfAgh7ji C)kjD . The dashedline repre-
sentsthetype-I2-paralleldecodingscheme.Thedash-dotline rep-
resentsthecaseusingglobalsliding window approach.Thesolid
linesrepresentsthecaseusingtype-I 4-paralleldecodingscheme.
It canbeseenthattheperformanceof 2-paralleldecodingscheme
is a little worsethanthecasewith non-segmentedslidingwindow
approachwhile theperformanceof 4-paralleldecodingschemeis
a little better. It canbededucedthattheperformanceof pipelined

paralleldecodingschemesareat leastasgoodasSSWapproach
whentheparallelizationis no lessthan3.
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5. CONCLUSIONS
In thispaper, two typesof area-efficientparalleldecodingschemes
areproposedto increasethe decodingthroughputof MAP turbo
decoders.Detailedcomparisonaboutstoragerequirement,num-
berof computationunitsandtheoveralldecodinglatency hasbeen
provided for variousparallel decodingschemes. Hybrid paral-
lel decodingschemeshave beenshown to be thebestchoicesfor
very high level parallelismcases.Simulationresultshave shown
thattheproposedarea-efficientparalleldecodingschemeshaveno
performancedegradationsin general. The pipeline-interleaving
techniquecanbe combinedwith area-efficient parallel decoding
schemesto achieve goodtrade-offs betweenareaandpower.
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