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ABSTRACT

Commercial applications for the location of subscribers of wireless
services continue to expand. Consequently, finding the Cramer-
Rao bound (CRB), which serves as an optimality criterion for the
location estimation problem, is of interest. In this article, we de-
rive the CRB for the estimation of channel parameters and mobile
position in an asynchronous direct sequence code division multi-
ple access (DS-CDMA) system operating over fading channels. It
is assumed that the location estimates are obtained from the bear-
ings and/or propagation delays estimated at one or more cluster(s)
of antenna array of arbitrary geometry. Among other applications,
the CRB on the positioning accuracy may serve as a design tool to
find an optimum antenna placement, or to evaluate the practicabil-
ity of a legal demand for emergency location.

1. INTRODUCTION

Wireless location has received considerable attention over the past
few years. A major motivation is personal safety, such as in the
location-based emergency service (E-911), which is a requirement
for the wireless carriers in the USA [1]. Other applications in-
clude traffic management, accident detection, and other emerging
services [2].

This paper focuses on network-based cellular geolocation tech-
niques, where the estimated time-delays (TD) and/or angle of ar-
rivals (AOA) of the received CDMA signals are used to find the
mobile’s position. Cellular geolocation has many advantages over
other methods since it relies on the existing infrastructure of cel-
lular base stations, and support E-911 implementation that is com-
patible with any existing phone.

Despite its importance in practice, the problem of deriving
the CRBs for the location of a mobile and for the bearings and
time-delays of multipath propagation signals in aK-user asyn-
chronous CDMA system using clusters of antennas seems not to
have been addressed in the literature. Some simpler although sim-
ilar problems were addressed, such as the derivation of the CRBs
for the (joint) time-delays and directions of arrival estimation in
non-CDMA systems [3] - [5], or for the time-delays (without an-
gle estimation) in CDMA systems [6] - [7].

This paper has been organized as follows. Section 2 describes
the asynchronous CDMA system model. Section 3 presents the
CRB for the joint estimation of the time-delays and directions of
arrival. The CRB for the location estimation problem is derived
in Section 4. An application example is presented in Section 5.
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Finally, the conclusions and further research possibilities are dis-
cussed in Section 6.

2. ASYNCHRONOUS DS-CDMA SYSTEM MODEL

The system model is partially adopted from [6], an asynchronous
K-user DS-CDMA system operating in a fading environment. The
modulation scheme is binary phase shift keying (BPSK). The trans-
mitted symbols duration isT and the chip duration isTc = T/N ,
whereN is an integer. The spreading code have unit amplitude and
are assumed to be rectangular and periodic with periodT . Thekth
user baseband signal is formed by pulse amplitude modulating the
data stream,dk(m) ∈ {+1,−1}, with a period of the code wave-
form bk(t) of userk, i.e. sk(t) =

P∞
m=−∞ dk(m)bk(t −mT ).

The transmitted signal is formed by multiplyingsk(t) with the car-
rier

√
2Pk cos(wct + ϕ′k), wherePk is the transmitted power and

ϕ′k is the random carrier phase uniformly distributed in[0, 2π).
ConsideringC clusters of antennas each composed ofPc an-

tennas with arbitrary location and arbitrary directional characteris-
tics, the channel for thekth user as seen from thepth antenna be-
longing to thecth cluster is modeled as a time-varying filter with
impulse responsehc,p,k(τ, t) 1

hc,p,k(τ, t) =
Rc,kX
r=1

wc,p(θc,k,r)γc,k,r(t)δK(τ − τc,k,r) (1)

whereRc,k is the number of paths (or rays) from userk imping-
ing on thecth cluster,wc,p(θc,k,r) is thepth element of the steer-
ing vectorwc(θc,k,r) for thecth array toward the directionθc,k,r,
γc,k,r(t) is the product of the path gainαc,k,r(t) with the fad-
ing processζc,k,r(t), and τc,k,r is the propagation delay. It is
assumed that the channel is slowly time-varying, such that the
number of paths and propagation delays remain constant over the
observation time. Furthermore, the path gains and fading pro-
cesses are assumed wide-sense stationary and to vary slowly in
time compared to the symbol time, i.e.γc,k,r(t) = γc,k,r(mT )
for t ∈ [mT, (m + 1)T ).

The received signal for thepth antenna of thecth cluster can
be written as

rc,p(t) =
KX

k=1

Rc,kX
r=1

wc,p(θc,k,r)γc,k,r(t)sk(t− τc,k,r)

×
√

2Pk cos(wct + ϕc,k,r) + nc,p(t) (2)

1δK(t) denotes the Dirac delta function , i.e.δK(t) = 1 if t = 0 and
δK(t) = 0 otherwise.



whereϕc,k,r = ϕ′k − wcτc,k,r andnc,p(t) is a white Gaussian
noise waveform with two-sided power spectral densityN0/2.

The signalrc,p(t) is downconverted to baseband after multi-
plication with

√
2 cos(wct) and−

√
2 sin(wct), and passed through

an integrate-and-dump filter, with integration timeTi = Tc/Q,
whereQ is called the oversampling factor. Ignoring double fre-
quency terms, the equivalent complex received sequence may be
written as

rc,p(l) =
KX

k=1

Rc,kX
r=1

wc,p(θc,k,r)βc,k,r(b(l − 1)/QNc)

× 1
Ti

Z lTi

(l−1)Ti

sk(t− τc,k,r)dt + nc,p(l) (3)

whereβc,k,r(m) = γc,k,r(mT )
√

Pkexp(jϕc,k,r), nc,p(l) is a
white Gaussian sequence with varianceσ2 = E[|nc,p(l)|2] =
N0/Ti = N0QN/T , andbxc denotes the largest integery such
thaty ≤ x. After some straightforward calculations, we can for-
mulate the received vector for thepth antenna of thecth cluster,
rc,p(m) ∈ CQN , as

rc,p(m) = Acsc,p(m) + nc,p(m) (4)

where

rc,p(m) = [rc,p(mQN + 1) · · · rc,p(mQN + QN)]T

nc,p(m) = [nc,p(mQN + 1) · · ·nc,p(mQN + QN)]T

Ac = [Ac,1,Ac,2 · · ·Ac,K ]
Ac,k = [ac,k,1,ac,k,2 · · ·ac,k,2Rc,k ]

sc,p(m) = [sT
c,p,1(m) · · · sT

c,p,K(m)]T

sc,p,k(m) = [sc,p,k,1(m) · · · sc,p,k,2Rc,k (m)]T .

The columns ofAc,k ∈ RQN×2Rc,k represent the shifted signal
sequences for every path coming from thekth user and impinging
on thecth cluster. They are defined as

ac,k,2r−1 =
�

δc,k,r

Ti
D

pc,k,r+1
1 + (1− δc,k,r

Ti
)D

pc,k,r
1

�
ck

ac,k,2r =
�

δc,k,r

Ti
D

pc,k,r+1
−1 + (1− δc,k,r

Ti
)D

pc,k,r
−1

�
ck

whereτc,k,r = pc,k,rTi + δc,k,r, such thatpc,k,r is an integer
andδc,k,r ∈ [0, Ti). The vectorck ∈ RQN and the permutation
matrixDp

s ∈ RQN×QN are defined as

ck =

"
1
Ti

Z Ti

0
bk(t)dt · · · 1

Ti

Z QNTi

(QN−1)Ti

bk(t)dt

#
(5)

Dp
s =

�
0 sIp

IQN−p 0

�
(6)

where Ix denotes thex × x identity matrix. The elements of
sc,p,k(m) are

sc,p,k,2r−1 = wc,p(θc,k,r)βc,k,r(m)z2k−1(m)
sc,p,k,2r = wc,p(θc,k,r)βc,k,r(m)z2k(m)

wherez2k−1(m) = dk(m)+dk(m+1)
2 , z2k(m) = dk(m)−dk(m+1)

2 .
Finally, we can write the total received vectorr(m) for all the

clusters of antennas as

r(m) = Λs(m) + n(m) (7)

where2, 3

Λ = diag(IP1 ⊗A1 · · · IPC ⊗AC)

r(m) = [rT
1,1(m) · · · rT

1,P1(m) · · · rT
C,1(m) · · · rT

C,PC (m)]T .

ands(m), n(m) are defined similarly tor(m).

3. CRB FOR THE BEARINGS AND TIME-DELAYS
ESTIMATION

In this section, we present the CRB, which is a lower bound on the
covariance matrix of any unbiased estimator, for the parameters
vector� = [�T , �T ]T . The vector� is a vector containing the
bearings for all the paths, i.e.

� = [�T
1,1 · · ·�T

1,K · · ·�T
C,1 · · ·�T

C,K ]T

where�c,k = [θc,k,1 · · · θc,k,Rc,k ]T , and the vector� , similarly
defined, is a vector containing the time-delays. In order to make
the problem tractable, we condition the likelihood function on the
transmitted bits and treat the fading processes as unknown deter-
ministic parameters. We also also assume that the estimated pa-
rameters at one cluster are jointly estimated using only the received
signals at that particular cluster. The resulting CRB can be inter-
preted as the CRB conditioned on the fading processes for estima-
tors that are given knowledge ofz(m).

Theorem 1: Under the assumptions stated, the CRB for the
parameters vector� = [�T , �T ]T can be written as

CRB(�) =
σ2

2

n MX
m−1

Re[EH(m)FH (8)

×[IPQN −ΛZ(m)Ξ−1(m)ZH(m)ΛH ]FE(m)]
o−1

where the matricesΞ(m), E(m), F andZ(m) are defined as

Ξ(m) = ZH(m)ΛHΛZ(m) (9)

E(m) = diag
�
D(m),Γ(m)

�
(10)

F = ΛΨ (11)

Z(m) = diag(Z1(m) · · ·ZC(m)) (12)

Zc(m) = [ZT
c,1(m) · · ·ZT

c,Pc(m)]T

Zc,p(m) = diag(Zc,p,1(m) · · ·Zc,p,K(m))

and the matricesD(m) andΓ(m) are defined similarly toZ(m).
The elements ofZc,p,k(m), Dc,p,k(m) andΓc,p,k(m) are defined
as

(Zc,p,k(m))(i, j) =

8<: wc,p(θc,k,j)z2k−1(m)) , i = 2j − 1
wc,p(θc,k,j)z2k(m)) , i = 2j
0 , otherwise

(Dc,p,k(m))(i, j) =

8><>:
∂wc,p
∂θc,k,j

βc,k,jz2k−1(m)) , i = 2j − 1
∂wc,p
∂θc,k,j

βc,k,jz2k(m)) , i = 2j
0 , otherwise

(Γc,p,k(m))(i, j) =
�

sc,p,k,i(m) , i ∈ {2j − 1, 2j}
0 , otherwise

2diag(X1 · · ·XK) denotes theK × K block diagonal matrix whose
kth block element isXk. On the other hand, diag(X) is a diagonal matrix
of same dimension and diagonal asX, i.e. (diag(X))(k, k) = X(k, k).

3A⊗B denotes the Kronecker matrix product, i.e.A⊗B is a block
matrix so that the (i,j)th block ofA⊗B is AijB.



andΨ is defined as

Ψ = diag(IP1 ⊗ 1 · · · IPC ⊗ C) (13)

 c = [ c,1,1 · · · c,1,2Rc,1
· · · c,K,1 · · · c,K,2Rc,K

]

 c,k,2r−1 =
∂ac,k,2r−1

∂τc.k.r
=

1
Ti

h
D

pc,k,r+1
1 −D

pc,k,r
1

i
ck

 c,k,2r =
∂ac,k,2r

∂τc.k.r
=

1
Ti

h
D

pc,k,r+1
−1 −D

pc,k,r
−1

i
ck.

Proof: See [8].
It is interesting to note that the CRB for� is independent of the
near-far problem, i.e. the CRB for userk does not depend on the
received powers of theK − 1 other users. This fact can be easily
verified using the same procedure as in [7, Appendix A].

4. CRB FOR THE LOCATION ESTIMATION

We define the position parameter vectorp as

p = [bT
1 · · ·bT

C ,�T ]T (14)

where

� = [uT
1 · · ·uT

K ,vT
1 · · ·vT

C ]T

vc = [vT
c,1,2 · · ·vT

c,1,Rc,1 , · · · ,vT
c,K,2 · · ·vT

c,K,Rc,K ]T

andbc = [bc,x, bc,y]T denotes theknowntwo-dimensional posi-
tion in Cartesian coordinates for thecth cluster (orcth base sta-
tion) anduk = [uk,x, uk,y]T andvc,k,r = [vc,k,r,x, vc,k,r,y]T

denote respectively theunknowntwo-dimensional position for the
kth user, and for the reflector of therth path emanating from the
kth user and impinging on thecth cluster. Without loss of gener-
ality, we assume that the path numberedr = 1, is always a line
of sight (LOS) path. We note that we can express the bearing and
time-delay elements of the vector� as a function of the elements
of the position parameter vector� as

θc,k,r =

8<: tan−1
�

uk,y−bc,y
uk,x−bc,x

�
, r = 1

tan−1
�

vc,k,r,y−bc,y
vc,k,r,x−bc,x

�
, r 6= 1

(15)

τc,k,r =

(
‖uk−bc‖

υ , r = 1
‖uk−vc,k,r‖+‖vc,k,r−bc‖

υ , r 6= 1
(16)

whereυ denotes the speed of light and‖x‖ = (xTx)1/2 denotes
the Euclidean norm ofx.

Assuming that the positioning system uses the subset�̆ ⊆ � of
estimated AOA and TD parameters to estimate the users’ positions,
we can express the CRB for� as a function of the CRB for�, as
(see [8, Proposition 1])

CRB(�) =
�
H{ ˘CRB(�̆)}−1HT

�−1
(17)

where ˘CRB(�̆) is the matrix obtained by deleting the rows and
columns of (8) that correspond to the subset of parameters that
are not used by the positioning system to estimate�, i.e. ! =
{�} − {�̆}, andH is a transformation matrix whose elements are
defined as

(H)(i, j) = {∂η̆j/∂ρi} . (18)

Because we are limited in space, we will only express the matrix
H for the special case when there is no multipath propagations (i.e.
whenRc,k = 1 andv = ∅), and when all estimated LOS signals
parameters are used to estimate the positions (i.e. when�̆ = �).
Under that assumption, we can formulate the matrixH (after some
straightforward differentiations) as

H = [M1 · · ·MC ,N1 · · ·NC ] (19)

where the elements ofMc ∈ R2K×K andNc ∈ R2K×K are
defined as

(Mc)(i, j) =

8><>:
bc,y−uj,y
‖uj−bc‖2

, i = 2j − 1
uj,x−bc,x
‖uj−bc‖2

, i = 2j
0 , otherwise

(20)

(Nc)(i, j) =

8><>:
1
υ

uj,x−bc,x
‖uj−bc‖ , i = 2j − 1

1
υ

uj,y−bc,y
‖uj−bc‖ , i = 2j

0 , otherwise

(21)

Note that the transformation matrixH when only a subseť� of
the LOS parameters� is used is readily obtained by deleting the
columns of (19) corresponding to the unused parameters of�.

5. APPLICATION EXAMPLE

As an application example, we will assess the achievable position-
ing accuracy for a 4-user asynchronous DS-CDMA cellular system
with 2 adjacent hexagonal cells of radiusR = 2887 meters. Each
cell receives the signals from 2 in-cell and 2 out-of-cell users, and
each user is assigned a different Gold code sequence of length 31.
Perfect power control is assumed, i.e. the received power from the
users is unity at the serving base stations, and the signal-to-noise
ratio (SNR), defined as the received symbol energy over the two-
sided power spectral density of noiseNo/2, is 15 dB at the serving
base stations. For simplicity, we did not simulate multipath propa-
gations and oversampling was not used, i.e. the sampling rate was
equal to the chip rate .

Because the CRB for the time-delay and bearing estimation
depends on the users’ locations and assumes perfectly known sym-
bol sequences and unknown deterministic fading processes,2 ×
103 independent Monte-Carlo trials were conducted to average the
CRB for the locations over the positions, data, and fading pro-
cesses. In order to generate randomly the users’ positions, the
hexagonal cells were approximated with circles of radiusR =
2887m, and we assumed a uniform density of users within the
circular cells. The fading processes{ζc,k,r(mT )}, normalized
to have unit amplitude, were independent standard Raleigh fad-
ing processes with a Doppler frequency of 83.2 Hz (corresponding
to a carrier frequency of 900 MHz, data rate of 32 kHz, and a
transmitter-receiver relative speed of 100km/h). Since the time-
delayτc,k,r is proportional to the distance traveled by therth ray
coming from thekth user and impinging on thecth cluster, we cal-
culated the received amplitude for thekth user serviced by thedth
cell as

αc,k,r
√

Pk =
�

τd,k,1

τc,k,r

�n/2

(22)

wheren = 4 is a path-loss exponent corresponding to a shad-
owed urban cellular radio environment. The received vectorr(m)
was observed forM = 10 symbols. We conducted this experi-
ment for clusters (or base stations) equipped with either a single
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Fig. 2. Position RMSE outcomes plotted versus the separation
distance between the mobile and its serving base station (in km).

omni-directional antenna, or with a 3-element uniform circular ar-
ray (UCA) having a diameter of 2λ, and with and without path
fading simulations.

Fig.1 shows the cumulative distribution function (CDF) for
the position root-mean-square-error (RMSE) events obtained for
3 different positioning methods. The RMSE was calculated as
RMSE=

p
σ2

x + σ2
y, whereσ2

x andσ2
y are the location error vari-

ances calculated using (17). Clearly, a hybrid technique using both
the bearing and the time-delay measurements gives the lowest po-
sitioning error among the three methods considered. For the two
other methods, we note that a smaller RMSE can be achieved us-
ing a single antenna to measure the time-delays rather than using
a 3-element UCA to measure the bearings.

On Fig.2, we plotted the position RMSE outcomes versus their
corresponding distances between mobile and serving base station.
Except for the scaling, the plot for the AOA method was similar
to Fig.2(b), which clearly illustrates the near-far effect. This effect
arises because the users’ power is turned down to the minimum
level by their serving base stations in order to maximize capacity,
resulting in an insufficient signal to interference ratio (SIR) at the
neighboring base stations for accurate time-delay or bearing esti-
mation. Fig.2(a) shows how that near-far effect can be effectively
combated using antenna arrays, allowing the positioning system to

estimate the mobile’s position using only the signals received at
the serving base station. Also apparent on Fig.2 is the spreading
of the position RMSE outcomes due to the fading processes.

6. CONCLUSION

In this paper, we have developed the CRB for the location estima-
tion of wireless subscribers in an asynchronous DS-CDMA system
operating over fading channels, using the signals that are already
transmitted by the cell phones and received at one or more base
station(s). This CRB, which does not assume any particular tri-
lateration model, can be used to assess the achievable positioning
accuracy for a given cellular system, or as a design tool to find
an optimum antenna placement. Another possible application is to
evaluate if a given cellular system geometry can fulfill positioning
requirements, such as for the E-911 services.

One limitation of this paper is that we assumed (for mathe-
matical tractability) a DS-CDMA system using symbol-periodic
spreading codes. A second limitation is the assumption that the re-
ceiver or positioning system uses bearings and/or time-delays (or
round-trip delays) estimation. In practice, time difference of ar-
rival (TDOA) measurements in between different base stations (or
antenna clusters) are often employed to eliminate the need for ac-
curate time reference at the mobile. Our future work will relieve
the last limitation and also investigate other system geometries.

Finally, we note that the same approach could be used to find
the CRB on the positioning accuracy for other cellular systems or
standards than CDMA, using the appropriate CRB for time-delay
and bearing estimation.
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