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ABSTRACT

In this paperwe addresghe transmissiorof compressedmages
over highly corruptedAWGN-channelaisingan optimal estima-
tion approachatthedecoderIn contrasto othermethodswe only
usea nggligible amountof explicit redundang basedon channel
codes.Mainly, theimplicit residualsourceredundang inherentin
thequantizedsubbandmagesandthebit-reliability informationat
the channeloutputare utilized for error protection. As a novelty
we extend the optimal estimationtechniquefrom the one-to the
two-dimensionatase whereboth horizontalandvertical correla-
tionsareexploitedin the subbandmages.Basedon this approach
the performancedor several estimationmethodsare compared,
wherealsoapproache$or approximatingthe sourcecorrelations
atthedecodelarediscussed.

1. INTRODUCTION

Recently the applicationof joint source-channetoding for the
transmissiof compressetnagedatahasattainedmuchinterest,
sincethe classicakource-channealeparatiorschemeseemsiot to
be justifiedfor finite-lengthsignals.A subsebf theseapproaches
is given by joint source-channedecoding, wherethe residualre-
dundang after sourceencodingis usedin orderto improve the
errorresilienceg1-3].

In thefollowing ajoint source-channalecodingapproacHor im-
age transmissionover AWGN-channelss presentedwherethe
outputsignalin the decodetis optimally estimateddependingon
bit-reliability informationat the channeloutputandon the source
statistics.In contrasto mary otherapproachem theliteraturewe
do not useary channelcodesfor error protection,exceptfor the
bit allocation.Insteadonly a simplewavelet-basedourcecoderis
applied whichdeliberatelyleavessomeredundang in thesource-
encodeditstream.This a-prioriknowledgeis thenis exploitedfor
errorconcealmenat therecever. In extensionto the work in [4]
we herepresenta two-dimensionatorrelationmodel, which will
subsequentlpe comparedo one-dimensionapproachefor dif-
ferentrepresentationsf the sourceredundang atthedecoder

2. SOFT-INPUT SOURCE DECODING

2.1. Transmission system

The block diagramof the underlyingtransmissiorsystemis de-
picted in Fig. 1. Herein, the two-dimensionalinput image,
which mayfor examplebe obtainedby subbandiecompositionis
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Figurel: Model of thetransmissiorsystem

scannedn orderto obtainthe one-dimensionasourcesignalvec-
tor U = [Uo, Us,. .., Uk, Ugt1,- . . ] with k& denotingthe sample
index. The subsequenfvector) quantizationleadsto indicesy,

which canberepresentedby N bits. Due to delayandcomple-

ity constraintgor the subbandlecompositiorandthe quantization
we can generallyassumethat thereis always a certainamount
of residualredundang in the vector [Io, I+, ..., I, Ix+1,...].

The correlationof the indicesis modeledby a first-order sta-
tionary Markov-process,where the Markov-model is described
by the index-transition probabilities P(I, = A | Ix—1 = u),

Ap=0,1,...,28—1.

In theabore modelthesource-encodeiddex I}, is thentransmitted

over an AWGN-channelwith coherentlydetectedBPSK (Fig. 2).
After a mappingto bipolar bits we add a white Gaussiamoise
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Figure2: Transmissiormodelfor a singlebit 7;

samplen; ;. The noisesampleshave zero meananda variance
of o2 = 2B whereE; denoteghe enegy usedto transmiteach
bit and Ny representshe one-sidedpower spectraldensityof the
channehoise.For theconditionalp.d.f. p(z; x|i:,x ) we thenobtain
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with ¢, € {0,1} andfl,k € R. Sincewe have a memoryless
channelthe conditionalp.d.f. for the overall receved soft-bit vec-
tor I, whenacertainI € {0, l}N is given,canbewritten as
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The source-channetlecodingstagein Fig. 1 then exploits the
channel-basettnonledgein the I, andthe a-priori information
of thesourcein orderto maximizethe signal-to-noiseatio (SNR)
atthedecodemoutput.

2.2. A-posteriori probabilities

We arenow interestedn thea-posteriorprobabilities
P(IIE:A) | 1"‘(;6) = P(Ik:)\ | fo, s 7jk—17jk)7

which denotethe probabilitythattheinde( I, = X hasbeentrans-

mitted for A = 0,. , 2N —1, given all receied soft-bit vectors
I0 = [IO, . Ik 1, Ik] up to thetime instantk. The a-posteriori
probabllltlesrepresena reliability informationfor the hypothesis
I, =\, for which alsothe notationI,g*) will beusedin thesequel.
With theindex transitionprobabilitiesP (I, =\ | I,—1 = u) of the

Markov modelandthe conditionalp.d.f.sin (1) and(2), resp. the

a-posterioriprobabiIitiesP(I,gA) | i¥) canbe calculatedwith the
recursion3, 5]
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Thefactore, € R ensuresthattheP(I,gA) | I¥) aretrue proba-
bilities, andtheinitialization for £ =0 canbe carriedout with the
unconditionalsource-inde probabilitiesP (I, = \).

2.3. Optimal estimation

The a-posterioriprobabilitiesobtainedin (3) cannow be usedfor
optimally estimatinghe source-encodeitidicesUy, in suchaway
that the value of a "suitable” overall distortion is minimized in
the reconstructedector U = [Up, U, ..., Uk, Ugy1,...] atthe
decodeoutput.

(a) Mean-squar es estimation. Themean-square@VS) estimator
is especiallywell suitedfor waveform-like signals sinceit directly
correspondgo the demandfor maximal SNR. A MS-estimation
canbe obtainedaccordingo
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whereeachentryU, (\) of the quantizatiortableis weightedwith

the a-posterioriprobability correspondingdo theindex A prior to

summation.Furthermorethis estimatorhasa "graceful degrada-
tion” property This canbe bestseernfrom theworstcaseexample,
whenall P(I,EA) | I¥) areequallydistributedin (4). In this case
theestimatedralue UM takeson themeanof U, ()) for all \.

(b) Maximum a-posteriori estimation. The maximum a-
posteriori(MAP) estimatorminimizesthe decodingerror proba-
bility in thereconstructedalues wherethis estimatoiis definedas

= Uy(Ie=Xmap), PI™ | 18) > P | B). (5)

A specialcaseoccurswhenthe sourceindicesareassumedo be
independentindequallydistributed thatis P (I, = A|Ix—1=p) =
P(I;=\) = 1/2" for all u, \. Thenno a-priori informationis
available,which correspondso classicalimaximumlikelihoodor
harddecisiondecodingatthe channebutput.
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2.4. Extension totwo-dimensions

(a) Problem statement. Up to now we have only regardedthe
source-inde correlationsn onedimension.However, sincemary
subbandmageshave spatialcorrelationsn thehorizontalandver-
tical direction,this additionalknonvledgecanbe exploited by two-
dimensionak-posterioriprobabilities.

Due to compl«ity reasonsn the following we assumea rele-
vant correlationonly betweenspatially adjacentpixels. This is
depictedin Fig. 3, wheresomerecevedindicesof a subbandm-
agearedisplayedand i = [lo, I1, ..., Ir] denotesareceied
row or columnvectorof length M +1. The a-priori knowledge
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Figure3: Recevedvaluesin asubbandmage,andcorresponding
Markov models(seetext)

is restrictedto all indicesin the boxessurroundedvith bold lines,
namelythe nearesmneighborsof I, in the two-dimensionakub-
bandimageandall alreadyrecevvedvaluesin horizontalor vertical
direction. Thus,the a-posterioriprobabilitiescannow be written
asP(IMV | BF+Y, Iy 1, Iy.1), for whichin thefollowing an ex-
pressiorbased)ntheprobabilitiesP(I,E’\) | fd“) in (3), thechannel
p.d.f.sin (1) and(2) andthetransitionprobabiIitiesP(I(“)1 | I(A))

PIX) 1) andP(1{™) | | 1V) of theMarkov sourcesn Fig. 3
will bederived.

(b) Derivation of the two-dimensional a-posteriori probability.
In order to simplify the derivation, we first statethe following
relation for the conditional p.d.f.s with the random variables
a,b,c € R[6]"

p(b,¢) pla,b,c) _
p(c)  p(be)

In afirst step,the a-posterioriprobabilitiescanbe written with (6)
accordingto

p(a,ble) = p(bc)-plalb,c) (6)
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= C’k 'p(fk+1,fk,—1,fk,1 |I;5>\)) : P(IIE;)\) | f(;c), (1)
wherein the last equationboth the memorylessproperty of the
channelandthe Markov propertyof the sourceare utilized. The

factor ¢}, is independeniof X and ensuresthat the expression
on the left-hand side of (7) is a true probability The joint

p.d.f. 10(Ik+1,I,c _1,I/C 1 II(A)) cannow be further decomposed
for amemorylesshannelndby useof (6) as
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INotethatthe samerelationholdsfor discreterandomvariableswhere
thep.d.f.sarethenreplacedby probabilities.



Similarly, the two other channel terms p(fk,1|1,5’:1)) and

p(Ix, 1 II,g'fll) can be extracted from the joint conditional
p.d.f.ontheright-handsidein equation(8), leadingto

2N_1 2N_1 2N
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Theterm P(I,E’:L)l, I,E’,’l), I,E’f_l | 1) describeghejoint transition
probabilitiesfrom the actualindex I underconsideratiorto all

possiblecombinationsof the indicesI;+: and I, +:. However,

in orderto storethis joint probabilitya four-dimensionamatrix is

neededleadingto highmemoryrequirementgspeciallyfor larger
N. Forexamplefor N = 8 wewould need2*" = 4-10° storage
cells, which is practically infeasible. However, a simplification
is possibleby expressingthe joint probability with a productof

separatéerms:

v A
P, 1), 18 | 1)

A v A A
~ P(I | IV PN I P | 1Y), (10)

Notethatthis is only anapproximationsincefor naturalsubband
imagestherearealsosomediagonalcorrelationgpresenbetween
theindicesIy,+1 and 41 (Fig. 3).

By combiningthe equationq7), (9), and(10) we now obtainthe
final expressiorfor the a-posteriorprobabilitiesas

POV | B 1, B = & - POV | 1)
2N 1
) Z P(fk+1 |I£$1)P(Ilgi)1 |I;£/\))'
pn=0
2N _1
Y U | 1) P 1Y)
v=0
2N _1
> pe-a [ L2 ) PA 1 IY). (1)

k=0

We can see that in order to obtain the two-dimensionala-
posterioriprobabilitiesthe reliability vaIuesP(I,gA) | I¥) from (3)
areweightedwith threesum-terms.Eachsumcontainsthe corre-
spondingransitionprobabilityandthe channetermfor the”new”
indicesIy1, Ix,1 andIy, _1, respectiely.

MS and MAP estimationat the decodercanagainbe carriedout
by simply replacingthe probabilitiesin (4) and(5), resp. with the
valuesP(IM | B+, Iy, _1, Iy,1) from (1),

3. ROBUST TRANSMISSION OF COMPRESSED IMAGES

The optimal estimationapproactrom Section2.3is now applied
to an experimentalimage codec,wherethe overall transmission
systemis shawn in Fig. 5. For the subbandlecompositiorwe uti-
lize awavelet-basedctave filter bankwith L levelsandthewell-
known 9-7 subbandilters [7]. The bit-allocationis carriedoutin
arate-distortionoptimal sensg8], wherethe subbandsignalsare
quantizedwith simple scalarquantizers.Sincethe bit-allocation
informationis highly sensitve to channelerrors,we assumehat
this informationis protectecby a sufiiciently strongchannekode

andthusis transmittedwvithout errors. At thedecodeside,the op-

timal estimationof the reconstructed;ubband:oeficientsU,El) is
carriedoutindependentlyor every subbandmage.

Priorto quantizatiorthetwo-dimensionasubbandmageshave to
be scannedn orderto obtainan one-dimensionasubbandsector
u® = v®,..uP,. 1 e=0,.. ,K—1with K=
3 (L—1)+4. Thescannings carriedoutin a meandetype fash-
ion depictedin Fig. 4 for thefirst level of the decompositiorj4].
Thus the spatialcorrelationsin
= scanningdirectionareprojected
= onto correlations betweenthe
LL HL elementsof U®. Also, we
JA JA choosethe scanningorientation
= e such that the correlationsbe-

-— -

tweenthe elementof U® are
LH HH maximized. In the HL- and
J LH-subband this corresponds
- with the orientationof the low-
passfiltering, wherein the LL-
and HH-subbandsthe orienta-
tion canbechosenrarbitrarily.

Figure 4: Scanningof the
differentsubbandmages

4. RESULTS

The experimentalimage transmissionsystemis appliedto the
"Goldhill” testimageof pixel dimension512 x 512 foraL = 3
level decompositioranda sourcecodingrateof 0.36 bit per pixel
(bpp) including all sideinformation. We comparedifferentesti-
mationtechniqueswherethe MS/MAP estimationis carriedout
with thefollowing a-posteriorprobabilities:

o P(IV | 1§) from (3) for all subbandsdenotecas™1D, P”.

o P(IM | 1¥+1) for all subbandswhich canbe calculatedrom
(11) by omittingthesum-termdor I ; andI,_; ("1D, PF1").

o P(IM | 1+ Ik, 1, Ix.1) from (11) for the LL-subbandand
thelowestLH-, HL- andHH-subbandsP(I,EA) | fé“) otherwise
("2D"). This approachhasbeenchosen,since only for the
lower subbanddhereis both horizontaland vertical correla-
tion inherentin the subbandmagessuchthatanapplicationof
the 2D a-posteriorprobabilityalsoto theuppersubbandsioes
notleadto amajorimprovement.

Furthermore differenttechniquedfor obtainingthe index transi-
tion probabilitiesat the decoderare utilized. In the optimal case
theseprobabilitiesare directly derived from the original image,
whichwill bedenotedwith "Orig.” in thefollowing. However, this
methodis infeasiblein realtransmissiorscenariosyhich require
approximationgor thetruetransitionprobabilitiesto becalculated
at the decoder In the following we addresswo approximation
methods:

e Thetransitionprobabilitiesarecomputedrom atraining setof
129imagegq(i.e. faces)andscapesatelliteimages) wherethe
"Goldhill” testimageis notincluded("Tr.").

e The transition probabilities are derived by two-dimensional
AR(1) modellingfrom theoriginalimage("AR(1)").

In Fig. 6 theaveraggpeakSNR(PSNR)valuesof thereconstructed
"Goldhill” image versusthe channel-SNRE; /N, aredisplayed
for differentestimatiortechniqueswherefor eachvalueof E, /No
50 independentrials have beensimulated.Whenwe only regard
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Figure6: Performancef the imagetransmissiorsystemfor the
"Goldhill” image(R = 0.36 bpp, L = 3)

thosemethodsusing the original transitionprobabilities,we can
seethatthe”MS, 2D, Orig."-techniqueoutperformsall othermeth-
ods especiallyfor low channelSNRs, also including the "MAP,

2D, Orig."-approach. Fig. 6 also containsresultsfor approxima-
tions of the transitionprobabilitiesat the decoder The bestap-
proximationin termsof reconstructiorBNR canbe obtainedfrom

thetrainingsetusingthe”MS, 2D, Tr."-approach However, in the
worstcasefor E, /No = 0dB we arestill aboutl.2dB away from

the optimal result obtainedwith the "MS, 2D, Orig."-technique.
Utilizing the AR(1)-modelyields poorreconstructiolPSNRcom-
paredto theotherapproachesEvidently the AR(1)-approacldoes
not representhe correlationinherentin the subbandmagesvery
well.

An exampleof the goodreconstructiorguality usingthe approx-
imatedtransitionprobabilitiesfrom the training setis depictedin
Fig. 7 for a highly corruptedchannel.

5. CONCLUSIONS

We have seenthatfor thetransmissiorof compresse@magesover
AWGN-channelsthe residualredundang inherentin the quan-
tized imagescan be utilized for error protection. This can be
donewith only a minor amountof additionalchannelcoding by
using an optimal estimationof the reconstructegubbandcoefi-

cientsbasedon the soft-bit informationat the channeloutputand
on the sourcecorrelation. As a new resultwe have exploited the
two-dimensionabpatialcorrelationof the subbandmagesfor er-

ror concealmentwhich leadsto anincreasedeconstructiorgual-
ity comparedo one-dimensionahpproachesAt the decoderthe
subbandmage statisticscan be bestapproximatedrom a large
imagetrainingset,anAR(1) modellingleadsto inferior results.

Figure 7: ReconstructedGoldhill” imagefor a channelSNR of
E,; /Ny = 0dB (bit error probability 7.9%), transitionprobabili-
tiesderivedfromthetrainingset,reconstructiof?SNR=24.95 dB
(R=0.36 bpp, L =3, estimator:"MS, 2D, Tr.").

(1]

(2]
(3]

(4]

(5]

(6]
(7]

(8]

6. REFERENCES

K. Sayoodand J. C. Borkenhagen, “Use of residualredun-
dang in the designof joint source/channetoders, IEEE
Trans.on Comm, vol. 39, no.6, pp.838—846,Junel991.

J. Hagenauer “Source-controllecchanneldecoding, IEEE
Trans.on Comm, vol. 43,n0.9, pp. 2449-2457Sept.1995.

T. FingscheidandP. Vary, “Robustspeectdecoding:A uni-
versal approachto bit error concealmernit, in Proc. IEEE
Int. Conf Acoust.,Speeh, Signal ProcessingMunich, Ger
mary, Apr. 1997,pp.1667-1670.

J. Kliewer and N. Gortz, “Error-resilient transmissionof
compresset@magesover very noisy channelausingsoft-input
sourcedecoding), in Proc. 34rd AsilomarConfeenceon Sig-
nals, Systemand Computes, Pacific Grove, USA, Oct. 2000.

N. PhamdaandN. Fanardin, “Optimal detectionof discrete
Markov sourcesover discretememorylesschannels- appli-
cationsto combinedsource-channaloding;, IEEE Trans.on
InformationTheory vol. 40,n0. 1, pp. 186-193,Jan.1994.

A. Papoulis, Probability, RandomVariables, and Stodastic
ProcessesMcGraw-Hill, New York, 3rd edition,1991.

M. Antonini, M. Barlaud,P. Mathieu,andl. Daubechies;Im-
agecodingusingwavelettransformi, IEEE Trans.on Image
Processingvol. 1, no. 2, pp.205-220Feh 1992.

K. RamchandraandM. Vetterli, “Best waveletpaclet bases
in arate-distortiorsense, IEEE Trans.on Image Processing
vol. 2,n0.2, pp.160-175Apr. 1993.



