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ABSTRACT

In this paperwe addressthe transmissionof compressedimages
over highly corruptedAWGN-channelsusingan optimal estima-
tion approachat thedecoder. In contrastto othermethodsweonly
usea negligible amountof explicit redundancy basedon channel
codes.Mainly, theimplicit residualsourceredundancy inherentin
thequantizedsubbandimagesandthebit-reliability informationat
the channeloutputareutilized for error protection.As a novelty
we extendthe optimal estimationtechniquefrom the one-to the
two-dimensionalcase,wherebothhorizontalandverticalcorrela-
tionsareexploitedin thesubbandimages.Basedon this approach
the performancesfor several estimationmethodsare compared,
wherealsoapproachesfor approximatingthe sourcecorrelations
at thedecoderarediscussed.

1. INTRODUCTION

Recently, the applicationof joint source-channelcoding for the
transmissionof compressedimagedatahasattainedmuchinterest,
sincetheclassicalsource-channelseparationschemeseemsnot to
bejustifiedfor finite-lengthsignals.A subsetof theseapproaches
is given by joint source-channeldecoding,wherethe residualre-
dundancy after sourceencodingis usedin order to improve the
errorresilience[1–3].

In thefollowing a joint source-channeldecodingapproachfor im-
age transmissionover AWGN-channelsis presented,where the
outputsignal in the decoderis optimally estimateddependingon
bit-reliability informationat thechanneloutputandon thesource
statistics.In contrastto many otherapproachesin theliteraturewe
do not useany channelcodesfor error protection,exceptfor the
bit allocation.Insteadonly asimplewavelet-basedsourcecoderis
applied,whichdeliberatelyleavessomeredundancy in thesource-
encodedbitstream.Thisa-prioriknowledgeis thenis exploitedfor
error-concealmentat thereceiver. In extensionto thework in [4]
we herepresenta two-dimensionalcorrelationmodel,which will
subsequentlybecomparedto one-dimensionalapproachesfor dif-
ferentrepresentationsof thesourceredundancy at thedecoder.

2. SOFT-INPUT SOURCE DECODING

2.1. Transmission system
The block diagramof the underlyingtransmissionsystemis de-
picted in Fig. 1. Herein, the two-dimensionalinput image,
whichmayfor examplebeobtainedby subbanddecomposition,is
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Figure1: Model of thetransmissionsystem

scannedin orderto obtaintheone-dimensionalsourcesignalvec-
tor ����� �����������! ! ! "�"�$#%���$#"& � �" � ! 
' with ( denotingthesample
index. The subsequent(vector-) quantizationleadsto indices ) #
which canberepresentedby * bits. Due to delayandcomplex-
ity constraintsfor thesubbanddecompositionandthequantization
we can generallyassumethat there is always a certainamount
of residualredundancy in the vector � )����+),�!�! ! � !�
)-#%�.)�#!& � �! � ! 
' .
The correlationof the indices is modeledby a first-order sta-
tionary Markov-process,where the Markov-model is described
by the index-transition probabilities /102)-#3�54768)-#:9 � �<;>= ,4	�
;?�A@���B��! " ! !��C�D1E1B .
In theabovemodelthesource-encodedindex )�# is thentransmitted
over an AWGN-channelwith coherentlydetectedBPSK(Fig. 2).
After a mappingto bipolar bits we add a white Gaussiannoise
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Figure2: Transmissionmodelfor a singlebit eRf�g #

sampleh]f�g # . The noisesampleshave zeromeananda variance
of i>jk � D	lj+mon , where prq denotestheenergy usedto transmiteach
bit and * � representstheone-sidedpower spectraldensityof the
channelnoise.For theconditionalp.d.f. st02ueRf�g #�6 eRf�g #v= wethenobtain

s�w ueRf�g #x6yeRf�g #:z{�}| 9�~�
� �������H�H� � 9 ��� �� C-�	i k | 9�~�
� ��x� �"� �� �H� � � � �H� � (1)

with eRf�g #P���:@���B-� and ueRf�g #P��� � . Sincewe have a memoryless
channeltheconditionalp.d.f. for theoverall receivedsoft-bit vec-
tor u) # , whena certain) # �?�:@���B:�,D is given,canbewrittenas

s w u)�#�6
)-# z � D�
f�� � s w ueRf�g #�6�eRf�g # z  (2)



The source-channeldecodingstagein Fig. 1 then exploits the
channel-basedknowledgein the u)�# and the a-priori information
of thesourcein orderto maximizethesignal-to-noiseratio (SNR)
at thedecoderoutput.

2.2. A-posteriori probabilities

Wearenow interestedin thea-posterioriprobabilities

/102) ��� �# 6o�� #� =�� ��/102) # � 4¡6 u) � �! ! ! �� u) #:9 �!� u) # =��
which denotetheprobabilitythattheindex )-#	�?4 hasbeentrans-
mitted for 4¢��@��� " ! !�UC,D¢E1B , given all received soft-bit vectors�� #� ��� u)��,�! � ! "� u)-#:9 � � u)-#�' up to thetime instant ( . Thea-posteriori
probabilitiesrepresenta reliability informationfor thehypothesis) # � 4 , for whichalsothenotation) ��� �# will beusedin thesequel.

With theindex transitionprobabilities/102)-#8� 4£6
)-#-9 � �¢;t= of the
Markov modelandtheconditionalp.d.f.sin (1) and(2), resp.,the
a-posterioriprobabilities /102) ��� �# 6 �� #� = canbe calculatedwith the
recursion[3,5]

/102) ��� �# 6t�� #� =$��¤ #¦¥ s w u) # 6�) # � 4 z ¥
¥ j+§ 9 �¨
© � � /ªw«)-#8� 4¬6�)-#-9 � �¢;>z�/102) �

© �#:9 � 6t�� #:9 �� =� (3)

The factor ¤�#?�Z� � ensuresthat the /102) ��� �# 6­�� #� = aretrueproba-
bilities, andtheinitialization for (x�?@ canbecarriedout with the
unconditionalsource-index probabilities/102)-#8� 4o= .
2.3. Optimal estimation

Thea-posterioriprobabilitiesobtainedin (3) cannow beusedfor
optimallyestimatingthesource-encodedindices �Y# in suchaway
that the value of a ”suitable” overall distortion is minimized in
thereconstructedvector ��®�¯� u����� u�����" ! ! �� u�Y#�� u�Y#!& � �! ! ! y' at the
decoderoutput.

(a) Mean-squares estimation. Themean-squares(MS) estimator
is especiallywell suitedfor waveform-likesignals,sinceit directly
correspondsto the demandfor maximal SNR. A MS-estimation
canbeobtainedaccordingto

u� (MS)# � j+§ 9 �¨
� � � ��°�0R4o= ¥ /102) ���

�# 6 �� #� =�� (4)

whereeachentry ��°%0R4o= of thequantizationtableis weightedwith
the a-posterioriprobability correspondingto the index 4 prior to
summation.Furthermore,this estimatorhasa ”gracefuldegrada-
tion” property. Thiscanbebestseenfrom theworstcaseexample,
whenall /102) ��� �# 6­�� #� = areequallydistributedin (4). In this case
theestimatedvalue u� (MS)# takeson themeanof ��°%0R4o= for all 4 .

(b) Maximum a-posteriori estimation. The maximum a-
posteriori(MAP) estimatorminimizesthe decodingerror proba-
bility in thereconstructedvalues,wherethisestimatoris definedas

u� (MAP)# �±��°%02)-#8� 4 map=��ª/102) ��� map�# 6>�� #� =�²3/102) ��� �# 6t�� #� =� (5)

A specialcaseoccurswhenthesourceindicesareassumedto be
independentandequallydistributed,thatis /102)-#o� 4Y6 )�#:9 � �³;>=Y�/102) # �Z4o=´�µB�¶�C D for all ;$�.4 . Thenno a-priori informationis
available,which correspondsto classicalmaximumlikelihoodor
harddecisiondecodingat thechanneloutput.

2.4. Extension to two-dimensions

(a) Problem statement. Up to now we have only regardedthe
source-index correlationsin onedimension.However, sincemany
subbandimageshavespatialcorrelationsin thehorizontalandver-
tical direction,thisadditionalknowledgecanbeexploitedby two-
dimensionala-posterioriprobabilities.

Due to complexity reasonsin the following we assumea rele-
vant correlationonly betweenspatially adjacentpixels. This is
depictedin Fig. 3, wheresomereceived indicesof a subbandim-
agearedisplayed,and ��	·� ��� u) � � u) � �! ! ! !� u) · ' denotesa received
row or columnvectorof length ¸®¹ºB . The a-priori knowledge
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Figure3: Receivedvaluesin a subbandimage,andcorresponding
Markov models(seetext)

is restrictedto all indicesin theboxessurroundedwith bold lines,
namelythe nearestneighborsof u)-# in the two-dimensionalsub-
bandimageandall alreadyreceivedvaluesin horizontalor vertical
direction. Thus,thea-posterioriprobabilitiescannow bewritten
as /102) ��� �# 6o�� #!& �� � u) #-g 9 �!� u) #-g ��= , for which in the following anex-

pressionbasedontheprobabilities/102) ��� �# 6 �� #� = in (3), thechannel

p.d.f.sin (1) and(2) andthetransitionprobabilities/102) � © �#!& � 6y) ��� �# = ,/102) ��Ó �#:g � 6y) ��� �# = and /102) ��Ô �#:g 9 � 6
) ��� �# = of theMarkov sourcesin Fig. 3
will bederived.

(b) Derivation of the two-dimensional a-posteriori probability.
In order to simplify the derivation, we first statethe following
relation for the conditional p.d.f.s with the random variablesÕ �+Ö,�
¤´�ª� � [6]1:

st0 Õ �
Ö$6y¤!=­� st02Ö:�
¤�=s>02¤�= ¥ st0 Õ �yÖ,�+¤!=st02Ö,�y¤�= �×st02ÖY6
¤!= ¥ st0 Õ 6�Ö,�+¤!= (6)

In a first step,thea-posterioriprobabilitiescanbewrittenwith (6)
accordingto

/102) ��� �# 6o�� #"& �� � u)-#:g 9 � � u)-#:g � =Y�A¤�Ø# ¥ st02) ��� �# � u)-#!& � � u)-#-g 9 � � u)-#:g � 6o�� #� =�7¤�Ø# ¥ st0 u)-#!& � � u)-#:g 9 � � u)-#:g � 6y) ��� �# = ¥ /102) ��� �# 6o�� #� =�� (7)

where in the last equationboth the memorylesspropertyof the
channelandthe Markov propertyof the sourceareutilized. The
factor ¤ Ø # is independentof 4 and ensuresthat the expression
on the left-hand side of (7) is a true probability. The joint
p.d.f. st0 u)-#!& � � u)-#-g 9 � � u)-#:g � 6y) ��� �# = cannow be further decomposed
for a memorylesschannelandby useof (6) as

st0 u)-#!& � � u)-#:g 9 � � u)-#:g � 6
) ��� �# =$� j+§ 9 �¨
© � �

j+§ 9 �¨
Ó � �

j+§ 9 �¨
Ô � � s>0 u)-#!& � 6�) �

© �#!& � = ¥
¥ s>0 u)-#:g � � u)-#:g 9 � �.) � © �#!& � �
) ��Ó �#:g � �
) ��Ô �#:g 9 � 6y) ��� �# =� (8)

1Notethatthesamerelationholdsfor discreterandomvariables,where
thep.d.f.sarethenreplacedby probabilities.



Similarly, the two other channel terms st0 u)-#:g � 6y) ��Ó �#:g � = andst0 u)�#:g 9 � 6y) ��Ô �#:g 9 � = can be extracted from the joint conditional
p.d.f.on theright-handsidein equation(8), leadingto

st0 u)-#"& � � u)-#:g 9 � � u)-#-g � 6�) ��� �# =$� j+§ 9 �¨
© � �

j+§ 9 �¨
Ó � �

j+§ 9 �¨
Ô � � st0 u)-#!& � 6y) �

© �#!& � = ¥
¥ st0 u)-#:g � 6�) ��Ó �#:g � =�st0 u)-#:g 9 � 6y) ��Ô �#:g 9 � =>/102) � © �#"& � �+) ��Ó �#:g � �+) ��Ô �#:g 9 � 6�) ��� �# =� (9)

Theterm /102) � © �#"& � �+) ��Ó �#:g � �+) ��Ô �#:g 9 � 6�) ��� �# = describesthejoint transition
probabilitiesfrom the actualindex )-# underconsiderationto all
possiblecombinationsof the indices ) #"& � and ) #:g Ù � . However,
in orderto storethis joint probabilitya four-dimensionalmatrix is
needed,leadingto highmemoryrequirementsespeciallyfor larger* . For example,for *®��Ú wewouldneedC � D7Û7Ü�¥ B�@,Ý storage
cells, which is practically infeasible. However, a simplification
is possibleby expressingthe joint probability with a productof
separateterms:

/102) � © �#!& � �+) ��Ó �#-g � �+) ��Ô �#-g 9 � 6y) ��� �# =
Û /102) � © �#!& � 6y) ��� �# =�/102) ��Ó �#:g � 6y) ��� �# =Ñ/102) ��Ô �#-g 9 � 6
) ��� �# =� (10)

Notethat this is only anapproximation,sincefor naturalsubband
imagestherearealsosomediagonalcorrelationspresentbetween
theindices) #-g Ù � and ) #"& � (Fig. 3).

By combiningtheequations(7), (9), and(10) we now obtainthe
final expressionfor thea-posterioriprobabilitiesas

/102) ��� �# 6 �� #!& �� � u)-#:g 9 � � u)-#-g � = Û ¤"Ø # ¥ /102) ��� �# 6 �� #� = ¥
¥ j § 9 �¨
© � � st0 u)-#"& � 6y) �

© �#"& � =�/102) � © �#!& � 6y) ��� �# = ¥
¥ j+§ 9 �¨
Ó � � st0 u)-#:g � 6y) ��Ó

�#:g � =�/102) ��Ó �#:g � 6y) ��� �# = ¥
¥ j+§ 9 �¨
Ô � � s>0 u)-#:g 9 � 6�) ��Ô

�#:g 9 � =Ñ/102) ��Ô �#-g 9 � 6
) ��� �# =� (11)

We can see that in order to obtain the two-dimensionala-
posterioriprobabilitiesthereliability values/102) ��� �# 6a�� #� = from (3)
areweightedwith threesum-terms.Eachsumcontainsthecorre-
spondingtransitionprobabilityandthechanneltermfor the”new”
indices)-#"& � , )-#:g � and )-#:g 9 � , respectively.

MS andMAP estimationat the decodercanagainbe carriedout
by simply replacingtheprobabilitiesin (4) and(5), resp.,with the
values/102) ��� �# 6o�� #"& �� � u)�#:g 9 � � u)-#:g � = from (11).

3. ROBUST TRANSMISSION OF COMPRESSED IMAGES

Theoptimalestimationapproachfrom Section2.3 is now applied
to an experimentalimagecodec,wherethe overall transmission
systemis shown in Fig. 5. For thesubbanddecompositionwe uti-
lize a wavelet-basedoctave filter bankwith Þ levelsandthewell-
known 9-7 subbandfilters [7]. Thebit-allocationis carriedout in
a rate-distortionoptimal sense[8], wherethesubbandsignalsare
quantizedwith simplescalarquantizers.Sincethe bit-allocation
informationis highly sensitive to channelerrors,we assumethat
this informationis protectedby a sufficiently strongchannelcode

andthusis transmittedwithouterrors.At thedecoderside,theop-
timal estimationof thereconstructedsubbandcoefficients u� � ß �# is
carriedout independentlyfor everysubbandimage.

Prior to quantizationthetwo-dimensionalsubbandimageshave to
bescannedin orderto obtainanone-dimensionalsubbandvector� � ß � �à� � � ß �� ��� � ß �� �� ! ! !��� � ß �# �� ! ! 
' , á{��@��! ! � !�.âµE3B with â��ã 0«Þ¡E¬B�=�¹ Ü . Thescanningis carriedout in a meander-typefash-
ion depictedin Fig. 4 for thefirst level of thedecomposition[4].
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Figure 4: Scanningof the
differentsubbandimages

Thus the spatialcorrelationsin
scanningdirectionareprojected
onto correlationsbetween the
elementsof � � ß � . Also, we
choosethescanningorientation
such that the correlationsbe-
tweentheelementsof � � ß � are
maximized. In the HL- and
LH-subband this corresponds
with the orientationof the low-
passfiltering, wherein the LL-
and HH-subbandsthe orienta-
tion canbechosenarbitrarily.

4. RESULTS

The experimentalimage transmissionsystemis applied to the
”Goldhill” testimageof pixel dimensionç%B-C³èéç%B-C for a ÞA� ã
level decompositionanda sourcecodingrateof @� ã,ê bit perpixel
(bpp) including all side information. We comparedifferentesti-
mation techniques,wherethe MS/MAP estimationis carriedout
with thefollowing a-posterioriprobabilities:ë /102) ��� �# 6 �� #� = from (3) for all subbands,denotedas”1D, P”.ë /102) ��� �# 6 �� #"& �� = for all subbands,which canbecalculatedfrom

(11)by omittingthesum-termsfor )-#:g � and )-#:g 9 � (”1D, PF1”).ë /102) ��� �# 6 �� #"& �� � u)-#:g 9 � � u)-#:g � = from (11) for theLL-subbandand

thelowestLH-, HL- andHH-subbands,/102) ��� �# 6 �� #� = otherwise
(”2D”). This approachhas beenchosen,sinceonly for the
lower subbandsthereis both horizontaland vertical correla-
tion inherentin thesubbandimages,suchthatanapplicationof
the2D a-posterioriprobabilityalsoto theuppersubbandsdoes
not leadto a majorimprovement.

Furthermore,different techniquesfor obtainingthe index transi-
tion probabilitiesat the decoderareutilized. In the optimal case
theseprobabilitiesare directly derived from the original image,
whichwill bedenotedwith ”Orig.” in thefollowing. However, this
methodis infeasiblein real transmissionscenarios,which require
approximationsfor thetruetransitionprobabilitiesto becalculated
at the decoder. In the following we addresstwo approximation
methods:ë Thetransitionprobabilitiesarecomputedfrom atrainingsetof

129images(i.e. faces,landscapes,satelliteimages),wherethe
”Goldhill” testimageis not included(”Tr.”).ë The transition probabilitiesare derived by two-dimensional
AR(1) modellingfrom theoriginal image(”AR(1)”).

In Fig.6 theaveragepeakSNR(PSNR)valuesof thereconstructed
”Goldhill” imageversusthe channel-SNRp q ¶"* � aredisplayed
for differentestimationtechniques,wherefor eachvalueof p q ¶�* �
50 independenttrials have beensimulated.Whenwe only regard
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Figure5: Experimentalimagetransmissionsystem
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Figure6: Performanceof the imagetransmissionsystemfor the
”Goldhill” image( �A��@� ã,ê bpp, Þ � ã )
thosemethodsusing the original transitionprobabilities,we can
seethatthe”MS, 2D,Orig.”-techniqueoutperformsall othermeth-
ods especiallyfor low channelSNRs,also including the ”MAP,
2D, Orig.”-approach.Fig. 6 alsocontainsresultsfor approxima-
tions of the transitionprobabilitiesat the decoder. The bestap-
proximationin termsof reconstructionSNRcanbeobtainedfrom
thetrainingsetusingthe”MS, 2D, Tr.”-approach.However, in the
worstcasefor p q ¶"* � �?@ dB we arestill about1.2dB away from
the optimal result obtainedwith the ”MS, 2D, Orig.”-technique.
Utilizing theAR(1)-modelyieldspoorreconstructionPSNRcom-
paredto theotherapproaches.Evidently, theAR(1)-approachdoes
not representthecorrelationinherentin thesubbandimagesvery
well.

An exampleof thegoodreconstructionquality usingtheapprox-
imatedtransitionprobabilitiesfrom the trainingsetis depictedin
Fig. 7 for a highly corruptedchannel.

5. CONCLUSIONS

Wehaveseenthatfor thetransmissionof compressedimagesover
AWGN-channelsthe residualredundancy inherentin the quan-
tized imagescan be utilized for error protection. This can be
donewith only a minor amountof additionalchannelcodingby
usingan optimal estimationof the reconstructedsubbandcoeffi-
cientsbasedon thesoft-bit informationat thechanneloutputand
on the sourcecorrelation.As a new resultwe have exploited the
two-dimensionalspatialcorrelationof thesubbandimagesfor er-
ror concealment,which leadsto anincreasedreconstructionqual-
ity comparedto one-dimensionalapproaches.At thedecoderthe
subbandimagestatisticscan be bestapproximatedfrom a large
imagetrainingset,anAR(1) modellingleadsto inferior results.

Figure7: Reconstructed”Goldhill” imagefor a channelSNR ofprq!¶"*¡� �7@ dB (bit error probability 7.9%), transitionprobabili-
tiesderivedfrom thetrainingset,reconstructionPSNR� C Ü  �vç dB
( � �ª@� ã�ê bpp, Þ � ã , estimator:”MS, 2D, Tr.”).
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[4] J. Kliewer and N. Görtz, “Error-resilient transmissionof
compressedimagesover very noisychannelsusingsoft-input
sourcedecoding,” in Proc.34rd AsilomarConferenceonSig-
nals,SystemsandComputers, PacificGrove,USA, Oct.2000.

[5] N. PhamdoandN. Farvardin, “Optimal detectionof discrete
Markov sourcesover discretememorylesschannels– appli-
cationsto combinedsource-channelcoding,” IEEE Trans.on
InformationTheory, vol. 40,no.1, pp.186–193,Jan.1994.

[6] A. Papoulis, Probability, RandomVariables,and Stochastic
Processes, McGraw-Hill, New York, 3rdedition,1991.

[7] M. Antonini,M. Barlaud,P. Mathieu,andI. Daubechies,“Im-
agecodingusingwavelet transform,” IEEE Trans.on Image
Processing, vol. 1, no.2, pp.205–220,Feb. 1992.

[8] K. RamchandranandM. Vetterli, “Best waveletpacket bases
in a rate-distortionsense,” IEEE Trans.on Image Processing,
vol. 2, no.2, pp.160–175,Apr. 1993.


