
UNICAST INFERENCE OF NETWORK LINK DELAY DISTRIBUTIONS FROM EDGE
MEASUREMENTS

Meng-Fu Shih Alfred Hero

Departmentof EECS
Universityof Michigan

Ann Arbor, MI 48109-2222,U.S.A.
mfshih@umich.edu,hero@eecs.umich.edu

ABSTRACT

Inferenceof network internallink characteristicshasbe-
comeanincreasinglyimportantissuefor operatingandeval-
uatinglarge telecommunicationnetworks. Sinceit is usu-
ally impracticalto directly monitor eachlink alonga spe-
cific path, end-to-endprobesare sometimesusedto col-
lect link characteristicinformationatedgenodesof thenet-
work. This paperdealswith unicastprobingmethodsfor
estimationof link delay characteristics.Unicasttraffic is
easyto generateandis supportedby almostevery network
currentlyin operation.Undertheassumptionsthat link de-
laysarespatiallyandtemporallyindependent,weproposea
biascorrectedestimatorfor theinternallink delaycumulant
generatingfunction (CGF) basedon unicastprobeend-to-
enddelaymeasurements.Throughsimulationweshow that
the proposedestimatorattainsa level of meansquareder-
ror comparableto link delayCGFestimatesobtainedfrom
directly measuredlink delay statistics. We can usethese
CGF estimatesto estimatedelaymean,varianceandlevel
exceedanceprobabilitiesfor eachlink.

1. INTRODUCTION

Network monitoring,predictionanddiagnosisarevery im-
portantissuesfor network operatorsanddesigners.How-
ever, thesearechallengingproblemsdueto severalfactors:
(1) directmeasurementof packettransportstatisticsareusu-
ally impossible- internal nodesmay not supportsuchdi-
agnosticsor thesediagnosticsmaybedisabledto minimize
overhead;(2) theinternalparametersof ISPcontrolledlinks
areusually inaccessibleto outsiders.Network monitoring
algorithmscanbecategorizedinto two differentgroups:pas-
siveandactivemethods.Activemethodssendspecialpack-
ets,calledprobes,over known routesthroughthe network
to measureend-to-enddelay, packet errorrates,andpacket
lossprobabilities. Vardi [1] proposeda network tomogra-
phymethodto estimatesource-destinationtraffic intensities
by monitoringthe link countdata. This problemwasfur-

therinvestigatedby Cao,et al [2] for thecaseof time vary-
ing network transportcharacteristics.The methodsof [1]
and [2] are passive as no probesare used. Active prob-
ing methodsarean alternative way to collect internal link
statistics.Despitethefactthatactiveprobesmayperturbthe
network traffic, thesemethodscangivemorereliableinfor-
mationaboutlink behavior thanpassivemethods.Thereare
two kindsof active probingschemes:unicastandmulticast
probing. Several paperson link bandwidthmeasurement
proposeunicastprobes(e.g.,Jacobson[3], Downey [4], Lai
& Baker [5]). Multicastprobesarealsowidely usedto per-
form inferenceof link delaydistributions,internallosschar-
acteristics,andnetwork connectivity. (e.g.,see[6] [7], [8],
[9] ).

In thispaper, wefocusonestimatingtheinternallink de-
lay cumulantgeneratingfunction(CGF).Packet delaysare
dueto threefactors:(1) queueingdelays,which dependon
servicetimesandbufferoccupancy; (2) transmissiondelays,
whichdependonpacketsizeandlink datarate;(3) propaga-
tion delays,whichdependonthetransmissionmedium.The
sumof thesedelaysover a routecanbe measuredby end-
to-enddelaysof unicastprobessentover the route. After
collectinga sufficient numberof theseprobes,an overde-
terminedsystemof equationsis constructedfor the delay
CGFs.Basedon a least-squareapproximation,we propose
a biascorrectedestimatorfor eachinternallink delayCGF.
Weevaluateperformanceof thealgorithmusingthens net-
work simulationprogram[10]. Several measuresof per-
formanceare investigated,including overall mean-square
goodnessof fit of theestimatedCGFto theempiricalCGF
andcorrectbottleneckdetectionprobabilityandbottleneck
localization.

The paperis organizedas follows. In section2, we
describethe network delaymodel. Section3 presentsthe
bias correctedinternal link delayCGF estimator. Section
4 presentstheresultof computersimulationscomparingthe
biascorrectedto thesamplemeanlink delayCGFestimates.
In section5, wepresentseveralapplicationsandextensions
of our technique.



2. NETWORK DELAY MODEL

Let a communicationnetwork consistof � internal links.
Identicalprobepacketsaresentthrough � pathsacrossthe
network. Supposeweknow theroutingof eachof theprobes
whichspecifiesthe � x � proberoutingmatrix

�
.
�

hasele-
ments����� equalto 1 whenprobepath � intersectslink 	 , and
equalto 0 otherwise.Let 
�� denotethesetof link indices
whichcomposethe � th probepath,�
��������������� . Then ������ �������� �!� is the measuredend-to-enddelay of a probe
transmittedalong the � th path where  �!� is the delayen-
counteredby probe� acrosslink 	 and �"���#���������$� . Define
theend-to-endprobedelayCGF %'& �)(+*�, ��-/.#02143 576 & �98 and
thelink delayCGFof the 	 th link %4: ��;<(+*�, �=-/.#02143 576 : ��; 8 ,	�>?
 � , with CGF parameter* , * > (A@�B � BC, . We make
the following spatialindependenceandstationaryassump-
tions,respectively:

A1) The link delays  ��� aremutually independent,	D>
 � , �
�����������E��� .

A2) If pathsof probe � andprobe F both containa com-
mon link 	 , then  �!� and  4G � have identical CGF
denoted% : ; .

TheCGFof � canthereforebeexpressedas%H& �)(I*�, � -J.�0K1MLN5 6 & �9O� -J.�0K1QPI5 6)R$S ;AT�U � : �N;�VXW� -J.�0DYZ []\����� � 1ML�5 6 : ��;)O_^ `a� b����� � -/.#021 L 5 6 : �N; O� cb�$d�e � ���gf %4: ;<(I*�,� �ih �/j f % : (I*�, (1)

where
�ih �/j denotesthe � th row of the routing matrix

�
and % : (I*�, �k3 % :ml (I*�, �������n�$% :"o (I*�, 8qp ( p denotestrans-
pose).Thuswe canexpressthevectorof end-to-endCGF’s% & (+*�, ��3 % &rl (+*�, �s�������$% &7t (I*�, 8 p by thelinearrelation%'& (I*�, � � f %H: (+*�, � (2)

When �vu � and
�

is full rank, the relation (2) is in-
vertible and thus %4: (I*�, can be determinedfrom %H& (+*�,
by the formula %4: (+*�, � ( � p � ,)w e � p %H& (+*�, . Let xy�( � p � ,zw e � p , thenwe have% : ;<(I*�, �|{b �/d�e~} �$� f % & �)(I*�, � (3)

A full rankmatrix
�

canbeensuredby making ��u � , and
selectingdistinctprobepathswhich cover thenetwork, i.e.,
every link is containedin somepath. When

�
is not full

rank,only linearcombinationsof link CGF’s lying outside
of thenull spaceof

�
canbedeterminedfrom (2).

3. ESTIMATION OF CGF

Let ��� bethenumberof probescollectedfor agivenpath � ,�"���#����������� . Define�
�& �)(+*�, � �� �H� �bG d�e 5 6 &��/� � (4)

where ��� G is the measuredend-to-enddelayof the F th re-
ceivedprobealongpath � . We obtainestimatesof thevec-
tor % : (+*�, from

�
 & (+*�, ��3 �
 &rl (I*�, ����� �
 &7t (I*�, 8 p by the
methodof least-squares(LS). Notethatas

�
 & �)(+*�, is anun-
biasedestimateof themomentgeneratingfunction 
 & �)(I*�, �5��m� � h 6 j , aplausibleestimatorfor %H: ;�(I*�, in (3)wouldbethe
method-of-momentsestimate(MOM):�%]�: ; � {b �/d�e~} �$��f -/.#0��

�
�& �)(+*�,A� (5)

Unfortunately, this estimatoris biaseddueto non-linearity
of the -J.�0 . In orderto obtaina biascorrectedestimatorfor% : ;#(+*�, , we apply a techniquesimilar to that of Gibbens
[11]. In [11] linearizationwasusedto derivebiascorrected
estimatorsfor effective bandwidth, whichis of similarmath-
ematicalform asthecumulantgeneratingfunction.Observe
thatas -/.#0 ( �2��� , �D� @��7�� �����!��� �g��% �: ; (+*�, ��-/.#0��m� {�Jd~e �

�
�& �)(I*�, �n  ;¡�r¢ �-/.#0¤£ � {�/d�e 1   ;¡�g¥
�
 & �)(I*�,§¦¤@ � � {�/d�e 1   ;¡�¨¥

�
 & �)(+*�,§¦¨@� {�/d�e �
�
 & �)(I*�,��   ;+�ª©«¢ �-/.#0 �
� {�Jd~e 1   ;+�g¥

�
 & �)(I*�, ¦�¬ � @ ¬ � @®­ t�/¯ l (m°� � � h 6 j ,�± ;+�­ t�J¯ l#² ± ;+� 3 °� � � h 6 j 8 ©g©4¢³ %4: ;<(I*�,
@�´2�g@ e� ´ �� �
where ´2� �µ� @ ­ t�J¯ l (K°� � � h 6 j , ± ;¡�­ t�/¯ l ( ² 3 °� � � h 6 j 8 ,�± ;+� . This suggeststhat

a reasonableway to correctthe bias is to use(3) with an
estimateof ´K� :�% : ;<(I*�, � {b �Jd~e�} �$�<-/.#0��

�
 & �)(+*�,A� � �143 ´ � 8 � �¶ �143 ´ �� 8 � (6)



where

�143 f 8 denotesempiricalaveragefor whichweuseMOM
estimates�143 ´2� 8 � � @ � {�/d�e

�1 P � �
 & �)(+*�,A�   ;+� W�
�: ;<(+*�, (7)�143 ´ �� 8 � � @ ¶ � {�/d�e
�1 P � �
�& �)(+*�,A�n  ;+� W�
 : ;#(I*�, �� {�Jd~e

�1QP � �
�& �)(I*�, � �   ;+� W�
 �: ; (+*�, � (9)�
 : ;<(I*�, is an estimateof the momentgeneratingfunction
of link delayat link 	 , whichcanbeobtainedfrom

�
�: ;<(I*�, � {\�Jd~e �
�
�& �)(I*�,��   ;+� � (10)

We obtainthe empiricalaverage

�1 P � �
�& �)(I*�,��   ;+� W by im-

plementinga sliding window methodwith window size ·
andstepsize ¸ . Definethenumber��¹º�¼» � � w�½¾ ¿ of win-
dow increments�1QP � �
�& �)(I*�, �n  ;+� W � �~Àb Á d�e ��Â¹QÃÄ �· h Á w eAj ¾XÅ ½bG d h Á w e�j ¾XÅ e 5 6IÆ �J�7ÇÈ  

;+� �
(11)

We obtain the empirical average

�1QP � �
�& �)(I*�, � �   ;+� W in a

similarmanner.

4. EXPERIMENTAL RESULTS

We usedthe ns network simulatorprogramto perform a
TCP/UDP simulation of the network in Fig. 1. Probes
weresentthrough5 differentpathsin orderto estimatede-
lay CGFfor 4 links. Thetopologyis shown in Fig. 1, and
thecorrespondingroutingmatrix

�
is

� � ÃÉÉÉÉÄ
�|�ËÊ|Ê�ÌÊ �|��ÌÊ �ÌÊÊ|Ê �|�Ê �ËÊ|Ê

Ç�ÍÍÍÍÈ (12)

We setup a similar testenvironmentto that reportedin
PrestiandDuffield [9]. All the links to be estimatedhad
bandwidth4Mb/secwith latency 50ms.Eachlink wasmod-
eledasa Drop-Tail queue(FIFO queuewith finite buffer).
Thequeuebuffersizeswere50packets.Wegeneratedprobes
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Fig. 1. Proberoutingpathsfor theexperimentdescribedin
Section4
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Fig. 2. Link delayCGF at link 4 in the ns simulationde-
scribedin Section4

as 40 byte UDP packets. The probe transmissionswere
generatedindependentlyat eachsourcenodeaccordingto
a Poissonprocesswith meaninterarrival time being16ms
andrate20Kb/sec.Thebackgroundtraffic consistedof both
Exponentialon-off UDPtraffic andFTPtraffic.� probeswere collectedfor eachpath for a total of
5x� probes.We estimatedeachprobequeueingdelayby
substractingthe minimum probedelay over the � trials.
This providesa biasedestimateof queueingdelay across
the probepathsincethe minimum probedelayis a biased
estimatorof transmissiondelayplus latency. However, the
bias decreasesas �rÎ)� . In order to estimatethe expected
valuesin (8) and(9), we setthe window size · to be 2/3
of � , andthewindow shift stepsize ¸ to be10probedelay
samples.

We comparedthe proposedbiascorrectedestimatorto
thebiasedestimator(5) for % : (I*�, . We evaluatedtheCGFs
over the range* � @ ¶ Ê#Ê to * � ¶ Ê#Ê . Comparingtheesti-
matesof CGFof sampledlink delayswith andwithoutbias
correctionin Table1, we canseethat theproposedestima-
tor achieveslowerMSE.ThecorrespondingestimatedCGF
for Link 4 is shown in Fig. 2. Theseresultswereobtained
by using �v����Ï<Ê#Ê probesperroute.



Table 1. MSE of

�% : ; (biascorrected)and

�% �: ; (no bias
correction)

Link 1 2 3 4
MSE of

�%4: ; 0.0086 0.0247 0.0483 0.0096
MSE of

�% �: ; 0.0060 0.0326 0.0644 0.0325

5. APPLICATIONS AND EXTENSIONS

Eachlink delayCGFpreservesall thestatisticalinformation
of thedelaysinceit is thelog of theFouriertransformof the
link delayprobability densityfunction. We canaccurately
estimatemany featuresof the delay distribution from the
delayCGF. Herewe give resultsfor Bottleneck link detec-
tion We definea bottleneckastheeventthattheprobability
of a link delayexceedingsomedelaythresholdÐ exceedsa
prespecifiedthresholdÑ . By theChernoff bound,Ñ (  �iuCÐ ,ÓÒ 5 w 6IÔ 1MLN5 6 : ;zO �DÑ��X� (13)

By appropriatelyselectingthethresholdÐ andathresholdÑ
closeto 1,wecandetectabottlenecklink by testingwhetherÕ«Ör× �$d�e)Ø!Ù!Ù!ÙAØ c Ñn�ÛÚÜÑ In Table 2, we show the Chernoff
boundsfor Ñ (  � uÝÐ¤�ÛÊÞ� Ê ¶�ß , whichwereestimatedfrom
thecomputersimulationin Section4. By settingthresholdÑ to be0.95,wecanidentify link 3 asthebottlenecklink.

Table 2. Chernoff boundandempiricalestimateof Ñ (  � uÊÞ� Ê ¶ , for eachlink delayin Section4
Link 1 2 3 4Ñ � 0.7517 0.4030 0.9620 0.9012Ñ (  � u�Ð , 0.2504 0.1921 0.3447 0.2790

6. CONCLUSION AND FUTURE WORK

In thispaperweproposedaunicastmethodto performinfer-
enceoninternallink delaycharacteristics.Wederivedabias
correctedestimatorfor internallink delaycumulantgener-
ating functionsbasedon LS approximation.Theproposed
estimatorwasevaluatedby ns simulationswith TCP/UDP
backgroundtraffic andFIFO finite buffer link queues.The
MSE of theproposedestimatoris lower thanthatof thedi-
rectbiasedsamplemeanestimator.

In the future, we will look into the following issues.
First, our proposedestimatorassumesstationarityof the
network over the probingperiod(AssumptionA2), which
maybeviolatedin realapplications.Someadaptiveestima-
tion mustbe donein orderto track the true link delaydis-
tributions. Besides,if the internal link delaysarespatially
dependent,amoresophisticatedmodelmustbeused.
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