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ABSTRACT
The communicationparametersin mobile ad-hocnet-

works,suchasthedistancebetweennodes,channelcharac-
teristics,anduserdemandscanvary quickly. Using tradi-
tionaldesigntechniquesandcreatinga staticphysicallayer
designedto meetworst caseconditionswill result in poor
performanceandresourceutilization undermostoperating
conditions.Softwareradios,which implementtheir physi-
cal layer processingin software,provide a solutionto this
problemby enablingthe physicallayer to be modified to
bestmeetthe currentconditions. This paperdescribesthe
initial work on a softwareradio-basedad-hocnetwork that
allows thephysicallayerto bemodifiedona perpacketba-
sis.

1. INTRODUCTION

A software radio is a wirelesscommunicationsdevice in
whichthephysicalandlink layerfunctionsareimplemented
in software. This enablesa singlewirelessdevice to bere-
programmedto usedifferentmodulation,coding, and ac-
cessprotocols. Most software radio researchto datehas
beendrivenby theinteroperabilityproblemspresentin com-
mercialandmilitary wirelesssystems[1] [2]. In commer-
cial systems,the multitude of different cellular standards
inhibits universalroamingandnew standardsaredeployed
slowly sinceit requiresinstallingnew basestationhardware
anddistributing new handsetsto users.Similarly, thevary-
ing operationalrequirementsof thedifferentbranchesof the
military requiredifferent radiosandhindersthe coordina-
tion of joint operations.

Softwareradioalsoprovidestheflexibility to adaptdy-
namically any aspectof the physical layer of a wireless
communicationsystemto meetthe constraintsimposedby
the environment,network traffic load, governmentregula-
tion, or userdemands.Softwareradio is practicaltodayin
applicationssuchasfixedcustomerpremiseequipmentand
wirelessinfrastructurewherepowerdissipationis not asig-
nificant limitation. With predictedadvancesin low power
processortechnology, we expectthathandheldsoftwarera-
dio will bepracticalwithin fiveyears.

In a mobile ad-hocnetwork, the transmissionand re-
ceptionrequirementsareconstantlychanging[3]. Thedis-
tancesbetweenthenodesmaychange,physicalobjectsmay
obstructcommunicationfor a periodof time, differentuser
applicationsmay have certain bandwidthand latency re-
quirements,and battery life considerationscan affect the
dataratesor distancesthata nodetransmits.

Traditionalnetwork design,which involvesdesigninga
physicallayer to meetthe expectedworst caseconditions
would result in either poor spectrumutilization, unneces-
sary power consumption,or inefficient bandwidthusage.
Softwareradiosolvesthisproblemby enablingthephysical
layerto bechangedto meetthecurrenttransmissionneeds.

Thetestbedwill enableexperimentationandcharacteri-
zationof theadvantagesfor usingsoftwareradio in ad-hoc
networking. While there hasbeenconsiderableresearch
on ad-hocnetworking [4], muchof the work hasbeenfo-
cusedon developingefficient routingalgorithms.Thegoal
of this testbedis to startwith a fairly simple,but extensible,
softwareradiosystemfor ad-hocnetworkingandevolvethe
systembasedon theanalysisof actualusagepatterns.

Thissystemenablesthemodulationandchannelcoding
usedfor transmissionof the payloadto be variedon a per
packetbasis.Changingthemodulationoneverypacketmay
notbethemostefficientapproach,but it doespermitconsid-
erableexperimentalflexibility . Theflexibility of the initial
testbedis limited to modulationandchannelcoding,though
it canbe expandedto incorporateother functionssuchas
multiple accesstechnique,encryptionandsourcecodingin
the future. The headerfor eachpacket in the systemuti-
lizesafixed,known modulation.Theheadercontainsinfor-
mationdescribingthe modulationandcodingusedfor the
payload.A moresophisticatedsystemmight eliminatethe
overheadof transmittingthe codingandmodulationin the
headerof eachpacket, andonly signala changewhenit is
needed. Someinitial work on a protocol to supportsuch
dynamicchangescanbefoundin [5].



2. FRAMEWORK

Thissectionpresentsa framework for representingthecon-
straintsimposedon a communicationssystemanddescrib-
ing how they affect the choiceof codingandmodulation.
The constraintscomefrom a numberof sourcesincluding
regulation,channelconditions,anduserdemands.Regula-
tion may imposebandwidthand transmittedpower limits,
while the channelbackgroundnoisepower imposeslim-
its on achievabledatarates.Userconstraintscover a wide
rangeof issuesincluding requireddata rate, tolerablela-
tency, acceptableerror rateanddesiredbatterylife. Tables
1, 2 and3 summarizestheseconstraints.

Constraint Type Variable
Bandwidth max

���
TX Power max �����

Table 1. Constraintsimposedby regulation.

Constraint Type Variable
Latency max �
	

DataRate min �
ErrorRate max ��


PowerDissipation max ���

Table 2. Constraintsimposedby theuser.

Constraint Variable
NoisePower ���

TransmitDistance �����

Table 3. Constraintsimposedby thechannel.

Theseconstraintsareusedto determinethephysicallayer
functionality. We assumethattheactualvaluesfor thecon-
straintsaresetby a higherlevel function. This framework
describeshow a link is utilized for aparticulartransmission
andshouldnot beconfusedwith a quality of service(QoS)
metric,whichdescribeshow thenetwork is shared.

Weassumethatthedistanceto thenodeis theonly piece
of informationknown aboutthe receiving nodeandcanbe
estimatedby using the received signalstrengthof the last
transmissionfrom that node. Becausestatemanagement
in an ad-hocnetwork can imposea significantoverhead,
we assumelittle knowledgeaboutthe rest of the network
is needed.Thegoalis to taketraffic tracesfrom this testbed

anddeterminewhatsetof informationabouttherestof the
network is neededto improveperformance.

Next, we explorehow how eachphysicallayerfunction
impactstheseconstraints.For simplicity, we have limited
thefunctionsto two components:channelcodingandmod-
ulation. Eachcombinationof physicallayer functionspro-
ducesvaluesfor eachof theconstraintvariables.

A givenmodulationformathasa modulationefficiency
( ��������� 
 �"! #%$ ), probability of error that canbe expressedas
a function ( & 
('"' ) of transmittedpower ( �)��� ), noise( ��� ),
anddistanceto thereceiver ( �*��� ) which is usedto estimate
the signal strengthat the receiving node. In addition, the
modulationfunctionincursalatency ( �
+-,/. ) andconsumesa
certainamountof power( ��+-,". ) for eachbit processed.The
parametersfor themodulationfunctionarelistedin table4.

Constraint Variable
BandwidthEfficiency �0� 
 �"! #%$
Probabilityof error & 
('"'�1 �)���32/�4��2/�����65

Latency perbit � +-,/.
Powerconsumptionperbit ��+-,".

Table 4. Parametersassociatedwith amodulationfunction.

Theparametersfor thechannelcodingoperationarepre-
sentedin table 5. The coding rate ( �7� ) parameteris the
numberof input bits dividedby the numberof outputbits.
For a givencode,we cancalculatethe probabilityof a de-
tectederror ��. andtheprobabilityof anundetectederror �98
[6]. Codingcanbe a computationallyintensive operation,
andthepower consumption( � � ,/.�:<;>= ) andlatency ( � � ,/.�:?;>= )
perbit areimportantconsiderations.

Constraint Variable
Coderate �@�

�@A of detectederror ��.
�@A of undetectederror � 8

Powerconsumptionperbit � � ,/.�:?;>=
Latency perbit � � ,/.�:<;>=

Table 5. Parametersassociatedwith a codingfunction.

Thenext taskis to maptheparametersfor agivenchoice
of modulation,coding, channelnoise,allowed bandwidth
andtransmitpower to theuserspecifiedconstraintsetof la-
tency, datarate,power dissipationandtolerableerror rate.
The latency can be calculatedby summingthe computa-
tional latenciesfrom the modulationand coding with the
actualtime requiredto transmitthe signal,determinedby
dividing thedistanceby thespeedof light, B . Theuserspec-
ified latency � 	 , is an upperbound,sinceit representsthe



maximumtolerablelatency.

� 	DC �
+-,/.%EF� � ,/.�:?;>=-E �*���
B (1)

The power dissipation( � � ) hastwo components:the
transmitpower and the computationalpower. The trans-
mit power is thesumof thepower requiredto transmitthe
headerandthepayload,andthecomputationalpower is the
sumof thepower requiredto computethecoding( � � ,".�:<;>= )
andmodulation( ��+-,". ) for thepayload,whichareexpressed
as power per bit transmitted. We have assumedthat the
powerrequiredto computetheheaderis negligibleandthere
is a fixedlengthandmodulationtypefor theheader.

�)� C �����HGI�KJ 
 L . 
(' E 1 �)���MEN� � ,/.�:<;>=OEN�)+-,/.P5)QR�@S LRT0U , L .
(2)

We have madethesimplifying assumptionthatpackets
aresentandreceived in the sameformat. Thus,the com-
putationalpower is an averageof the power requiredfor
transmittingandreceiving.

Dataraterefersto theuserdatarate,notthechannelrate,
sowehaveto accountfor thereductionin userdataratedue
to channelerrorsandpacket framing. Theactualuserdata
rateis theraw channelrate,multipliedby thefractionof the
transmissionthatcomprisesthepayload,thecodingrate,the
fractionof thebits thatareexpectedto bereceivedcorrectly
andtheexpectedfractionof thebits thatwill not haveto be
retransmitted.WehaveassumedthatasimpleARQ scheme
is usedwithout forwarderrorcorrection.Theuserspecified
rate, � , is a lowerboundon thedatarate.
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Thefinal importantconstraintis theprobabilityof error,
which is simply the probability of error for the choiceof
modulationmultipliedby theprobabilitythattheerroris un-
detected.The userspecifiedprobabilityof errorconstraint
is anupperboundon theallowableprobabilityof error.

� 
aC & 
('/'I1 �)���32/�4�_2/�����65`Q���8 (4)

The four simultaneousinequalitiesfor latency, power
dissipation,rateandprobability of error definea region in
this four dimensionalspacethat meetsthe usersrequire-
ments.A suitablepair of codingandmodulationfunctions
can be found by mappingthe possiblecombinationsinto
this spaceandchoosingonethatfalls within theacceptable
region.

If thesetof allowablemodulationandcodingstandards
is small, the searchfor an appropriatecombinationcanbe
fairly simple.However, aslow powerprocessorscontinueto
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Fig. 1. Exampledesignprocess.

improve, it will be practicalto permit a muchwider range
of functionsandcombinations,which will requirea more
sophisticatedsearchalgorithm. Note that it is not practical
to pre-computethesecombinations,as they dependupon
dynamicfactorssuchas channelnoise level and distance
betweennodesthatcantakeonawiderangeof values.This
framework canalsobeappliedto systemsbasedon ASICs
thathave a few codingor modulationtypesbuilt in. In this
case,thesearchspacewould besmall,andthe appropriate
combinationcanbeselectedfrom thebuilt-in functions.

3. EXAMPLE

Thissectionpresentsanexampleof how theframework can
beusedto selectdifferentmodulationandcodingpairsfor
differentpackets.We have chosena simpleiterative design
process(illustratedin Figure1) thatwill verify if a partic-
ular choiceof modulationandcodingmeetstheconstraints
imposedby regulation, the user, and the channel. There
arethreevariablesto managein thedesignprocess:coding,
modulation,andtransmittedpower.

Thefirst stepis to chooseacoding/modulationpairwith
bandwidthefficiency andcodingratethatcouldsupportthe
requireddatarate.We thenuseequation1 to seeif thepair
meetstheuserimposedlatency constraint.If theinequality
is not satisfied,thenwe chooseanotherpair andstartover
theprocess.

If the latency inequality is met, the next stepis to de-
terminethetransmitpower required.Becauseall of thepa-
rametersin inequality4 areknown exceptfor �)��� , we can
determinetheminimumtransmitpowerrequiredto meetthe



probabilityof errorconstraintby solvingfor �)��� .
The valuecalculatedfor �)��� canbe usedto checkthat

the power dissipationconstraintof inequality2 is met. If
not,wemustreturnto thefirst stepandtry anotherpair. Oth-
erwise,we checktherateconstraintdescribedin inequality
3. If the inequalityis not met,we cantry incrementingthe
transmitpower to help reducethe numberof errors. We
mustthenre-checkthatthepowerdissipationconstraint(in-
equality4) still holds.

Tables6and7presentmeasurementsof powerconsump-
tion andlatency for several differentmodulationfunctions
on a PentiumIII/733 MHz. This processoris not the best
choicefor many softwareradioapplications,but theresults
provideuswith aninitial setof benchmarksfor comparison.
Cyclescountscanbeusedto estimatethepowerdissipation,
sincethesecountscanbe convertedto power by usingan
estimateof joulespercycle for a particularprocessor. The
StrongARM,for instance,canbeaslow as1 nJperinstruc-
tion, thougha Pentiumprocessoris considerablyhigher.

Type Cycles Latency (ns)
BPSK 891 1244.8

DQPSK 1669 2277.33
4-QAM 962 1353.6
8-QAM 1063 1411.2
16-QAM 1202 4910.0

Table 6. Cyclespersampleandlatency for severalmodula-
tion functions.

Type Cycles Latency (ns)
(23,12,7)Golay 6877 9381.90
(24,12,8) Golay 7365 10047.02
(18,6, 8) Golay 2964 4043.43

(15,11,3) Hamming 4151 5663.37
(10,6, 3) Hamming 1695 2311.90

(16,8, 5) cyclic 3166 4318.96
(207,187)ReedSolomon 177662 242376.9

Table 7. Cyclespersampleandlatency for severalencoding
functions.

Practically, it will not be necessaryto re-calculatethe
codingandmodulationpair for eachpacket. Theappropri-
atepaircouldbedeterminedfor eachflow throughthenode
andthenupdatedonly whenthechannelconstraintschange
appreciably.

4. SUMMARY

A flexible physical layer for an ad-hocnetwork provides
theability to vary the modulationandcodingdynamically,

providing potentialimprovementsin performance,moreef-
ficient bandwidth,andextendedbatterylife.

The framework presentedin this paperis fairly rudi-
mentary. Therearemany otherfunctionsthatshouldbein-
cluded,suchasforwarderrorcorrectionanddifferentaccess
protocols.However, thegoalof thisframework is to definea
fairly simplesystemthatcanbeeasilybuilt andtested.Data
from the testbedwill be usedto drive the further develop-
mentof theconstraintframework, dynamicdesignprocess,
andthe network statemanagement.The knowledgeof the
batterylife at the receiving nodewill bean importantcon-
sideration,andthedegreeto which this statemustbemain-
tainedthroughoutthenetwork is animportantcharacteristic
thatmustbedetermined.Thegoal is to maturethesystem
to thepoint that it canbeusedto performexperimentsthat
helpdeterminehow theflexibility of softwareradiosmight
influencethe performanceof variousaccessprotocolsand
routingalgorithmsin ad-hocnetworks.
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