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ABSTRACT

We propose a novel transmit diversity scheme for the
downlink of communication systems that employ four
transmit antennas. The scheme can be seen as a simpli-
fied transmission architecture admitting an entire fam-
ily of space-time codes. It can be also seen as an exten-
sion of previously proposed techniques (such as those
presented in [1] [2] [3]) to the case of four transmit
antennas with complex input data symbols. Our tech-
nique has a number of appealing features, namely, it
enables a significant portion of the open-loop channel
capacity, it requires simple receiver processing (involv-
ing typically 2x2 matrix operations in conjunction with
single-user or 2-user decoding) and it admits single-user
encoding in an overlay fashion.

1. INTRODUCTION

Recent advances in the field of array processing have
made it clear that significant gains can be realized in
wireless systems with the help of multiple antennas.
Denoting by (M, N) a wireless system with M transmit
and N receive antenna elements, its Shannon capacity
is given by the so-called “log-det” formula [4] — pro-
vided that no feedback is sent back to the transmitter.
The Bell-labs LAyered Space Time (BLAST) architec-
ture first proposed in [4] is a transceiver super-structure
that allows to approach the (M, N) open-loop capac-
ity. In order to achieve the high rates promised by
the log-det formula however, multi-dimensional error
correction codes are required. Such multi-dimensional
coding procedures are generally referred to as “space-
time codes (STC’s)” (see [2]). A diagonal coding struc-
ture (known as D-BLAST) was presented in [4] that is
designed in a way to avoid the exponential explosion
of complexity with the number of spatial dimensions.
Nonetheless, in practice, this scheme is still quite com-
plex and there is great interest in investigating the con-
struction of much simpler alternatives for practical use.

In designing STC’s, one appealing approach is that
of treating the temporal and spatial dimensions of the

code in a decoupled fashion. These codes typically op-
erate as follows. The input data stream is first demul-
tiplexed into a number of independent data streams
(which we call “sub-streams”). Each of these sub-
streams is then separately encoded in time, such as in
any spatially single-dimension error-correction coding
scheme, independently of the other sub-streams. The
encoded sub-streams are then spatially multiplexed on
the elements of the transmitter antenna array. By
allowing the temporal and spatial parts of the code
to be separated, these STC’s admit any single-user
coding scheme designed for operation over an additive
white Gaussian noise (AWGN) channel (such as convo-
lutional, trellis, or Turbo codes). On the other hand,
this modularity may result in sacrificing upfront a por-
tion of the total multi-antenna channel capacity.

Some transmitter architectures that allow imple-
mentation of decoupled STC’s have already been pro-
posed, particularly for the (2,1) case. Alamouti sug-
gested in [1] an open-loop (2,1) technique for TDMA
systems. As shown in [5], despite its decoupled na-
ture, this scheme allows the attainment of the (2,1)
open-loop capacity. By the phrase “allows the attain-
ment of” we mean that through the use of progres-
sively stronger spatially one-dimensional error correc-
tion codes on each of the data sub-streams, the sys-
tem’s data rate can tend toward the (2,1) log-det capac-
ity. A variant of this scheme for the CDMA downlink
called Space-Time Spreading (STS) [3] was recently
introduced as an optional transmission mode in the
cdma-2000 (3GPP2) standard. A similar scheme called
space-time transmit diversity (STTD) was introduced
in the UMTS W-CDMA standard (3GPP1).

Unfortunately, the (2,1) case seems to be, so far,
the only one for which there is an open-loop decoupled
space-time code which enables the attainment of the
full open-loop capacity. As future systems are likely to
employ more than two antennas per sector at the base-
station, it is of interest to study STC schemes beyond
the (2,1) configuration. In the following, we focus on
the (4,1) case as one of immediate interest.



2. A (4,1) SCHEME

We will now describe a way to spatially multiplex /
spread and transmit four data sub-streams over four
transmit antennas. As described above, the transmit-
ted information sequence b(t) is first demultiplexed into
four sub-streams b;(t) (¢ = 1,...,4). The sub-streams
{b;}, each of variance o2, are assumed to be either left
uncoded or separately encoded (whenever we wish to
emphasize that they are encoded, we will denote them
by {b;}). They are then spread by a total of four
“spreading codes” 1, ¢;, (I = 1,2,3,4), which are as-
sumed orthonormal, i.e.

cHc=1

where C = [c; ¢2 c3 c4] and ¥ denotes Hermitian
transpose. FEach code c; spans four symbol periods
and is represented here as a vertical vector of length
@ chips. The baseband signal transmitted from the m-
th antenna is denoted by s,,,(t) (m =1,...,4), whereas
its chip-sampled version is denoted by the @ x 1 vec-
tor s,,, m=1,...,4. We propose to transmit the four
sub-streams in the following fashion from the four Tx
antennas:

bict+b3el +bsel +bjef !
_ _ | bacl—btel —bsct +bzct
S = [s1 82 8384] = bsci —bjcd —bict —b3c
bacT—b3eT +bycT —bieT
b1 bo bs by
T I
=C by —by —b bs =CB
by by —by —bf
(1)

where T denotes transpose. In Eq. (1) we have dropped
the time index for convenience, so it refers to any given
quartet of symbol periods. In observing matrix B, one
could think of its vertical dimension as representing
“time” and of its horizontal dimension as representing
“space”. We assume that the channel between the m-
th transmit antenna and the receiver antenna is flat-
faded, it will hence be represented by a complex scalar
hm. Denoting by n the @@ x 1 additive noise vector
at the receiver (assumed to have independent AWGN
entries), the received signal is expressed as

r=3S

After despreading, we obtain

¥=C¥r=Bh+ C%n (3)

IThe terminology “spreading codes” should not be misinter-
preted as applicable only to CDMA systems. They are equally
applicable to TDMA systems, where they represent orthogonal
temporal sequences (windows) each spanning 4 symbol intervals.

By complex-conjugating the second and the fourth en-
try of T in (3), we obtain the following final model for
the received signal

r=Hb+n' (4)
where ' = [£(1) T"(2) T(3) T"(4)], H is defined as
hi ha hs hy
A
—hi —hy hy R

and n' is similarly obtained from C¥n by complex-
conjugating its second and fourth entry. We are now
ready to begin processing the signal r' as follows.

3. LINEAR RECEIVER PROCESSING

We first perform channel-matched filtering in order to
collect sufficient statistics for demodulation:

v 0 « 0
r :HH I 0 Y 0 —a b+HHnI
mf —a 0 v 0 (6)
0 o O ol
=A4 b+nmf
where A
y=h"h=>" |hpl? )

m=1
o= 2]Im(h1‘ hs3 +hZh2)

Notice both the particular sparse structure of the ma-
trix Ay, as well as the fact that v is real and « is imag-
inary. These result in A4 being in general full rank
(det(Ay4) = (72 + a?)?). Moreover, due to symmetries
in A4, the post-matched-filtering signal model in (6),
which is viewed as a 4-input / 4-output system, can be
perfectly decoupled into the following set of two 2-input
/ 2-output systems. Namely, by grouping the entries
of r ¢ in two pairs, we obtain:

)=+ [ ]
mf,3 3 Nmf,3

(8)
|:rmf,4:|:A2|:b4:|+|:nmf,4:|
Tmf,2 by Nimf,2
where
a=] 2 )

(notice that Af=A,). It is important to emphasize
that the two pairs of equations in (8) are completely
decoupled. Moreover, they correspond to two identical
(2,2) signal models that share the same 2 x 2 channel
matrix A, and that have identically distributed, but



statistically independent, 2 x 1 additive noise vectors.
As will be shown later, this can lead to complexity /
computation savings at the receiver. The fact that « is
in general non-zero, represents interference across the
sub-streams inherent with the proposed transmission
scheme. A scheme that would result in a similar model
but with a = 0 would be of course more desirable, as it
would allow the attainment of the open-loop capacity
of the considered (4,1) system. However, it has been
shown (through the theory of orthogonal designs — see
[6]) that no such scheme of block-length 4 (as here)
exists for the case of 4 transmit antennas. We now de-
scribe how the matched-filtered outputs can be further
processed in a linear fashion.

3.1. Zero-Forcing processing

A straightforward way of mitigating the interference
in rpe due to « in (6), is to use a decorrelating (zero
forcing — ZF) receiver. This is expected to be compu-
tationally simple but comes at the price of some noise
enhancement. Mathematically, the ZF receiver oper-
ates on the matched-filter outputs as follows

Ty = A 'Tpe = b+ A7 'y (10)

Due to the decoupling expressed in (8), the ZF opera-
tion also decouples as follows

[ Tzf 1 ] :A;l [ T'mf,1 ] — [ b1 ] +A51 [ Nimf,1 ]
T4f3 T'mf,3 b3 T3

[ Taf 4 ] = Al [ T'mf,4 ] _ [ by ] NS [ Nnf, 4 ]
Tzf,2 T'mf,2 ) Nmf,2

(11)
Eq. (11) is equivalent to Eq. (10). This stems from
that fact that, if we denote the matrix

Wi, = A" = { _55 g] (12)
(where 8 = v/(v*+a?) and § = —a/(y*+a?)), then
8 0 6 0
L o g0 =
A= 508 o
0 6 0 p

This has a beneficial impact on computational com-
plexity and receiver implementation simplicity, since
only the inversion of a single 2 x 2 matrix (instead of
a 4 x 4 matrix) is required. Moreover, we note that
A7 =1/(v*+a?)AY. In terms of performance, it can
be shown that the above ZF scheme can attain (in the
sense mentioned in Section 1) the following capacity:

Cyr = log, (1 +4 (72?‘2)) bps/Hz  (13)

p being the received signal to noise ratio (SNR) defined
as p=4c} /o2 (02 is the variance of each entry of n).

3.2. MMSE processing

A better compromise between signal recovery and noise
amplification (and hence better performance) can be
achieved with minimum mean squared error (MMSE)
processing. This is achieved by the 4 x 4 setting Wyps 4
which minimizes the following MMSE criterion:

min ||Wis 4Fme = bl (14)

ms,4

The minimization of (14) yields the Wiener solution
o2 -t
WrIr{sA = Af <A4Af + U—ZA4) (15)
b

Similarly to the ZF case, the post-MMSE-processed sig-
nal rms:WgS’ 4Tmf is decomposable as

Tms,1 T
) — anfs,z mf,1
Tms,3 Tmf,3

Tms,4 _ H T'mf,4
e RS feny
where Wi =AY (A, Af + (ai/ag)Az)_l. Note that,
as expected, as p — 00, the solution WgS’Q converges
to the ZF solution Wff, = A;'. Again, the decom-
position in (16) allows the attainment of MMSE per-
formance using only one 2 x 2 matrix inversion. The
fact that A¥=A, leads to further computational sim-

plifications. The corresponding capacity of the MMSE
receiver can be found to be given by

WHQW
+ i (17)
Wi eW, +4/p (WA W)

=[],
o= [5][5]

and W =[1 0] Wi ,.

Cms = 10g2 (1

where

4. NON-LINEAR RECEIVER PROCESSING

Having in mind the signal model in (8), one might opt
to use a non-linear multi-user detector instead of the
linear MUD’s presented in the previous section. In the
following we choose to focus on maximum likelihood
MUD. A pre-whitened version of the signal model (8)

208 (] o
Tpw,3 bs Npw,3
(and similarly for the second pair of sub-streams), where

A:[_’\K ’;] (20)



with A=(py+va)/ (WP +v?), k=(pa—vy) /(> +v*),
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Npw,1 and Npw 3 are mutually independent i.i.d. Gaus-
sian variables of variance o2 each. Since the noise vec-
tor in (19) is jointly Gaussian with covariance matrix
0215, the maximum likelihood (ML) multi-user detec-
tor for (19) solves the following optimization problem

min H|: Tpw,1 :| —A |: b1 :|
{b1,b3} € Ax Al L Tpw.3 b3
where ||x||?>=xx, and A is the alphabet shared by all

the sub-streams. When the sub-streams are encoded,
the corresponding optimization problem is

[ w1 (1) ] s l b (i) ]
T'pw,3(i) bs (i)
(23)
where the search is over all encoded sequences {51},
{33}, assumed of length L, and taking values in B.
It can be shown that the Shannon capacity achieved

through the above ML detection (in the limit of in-
finitely long random codes) is given by

2 (22)

L 2

min

{51,53} €eBxB i=1

1 p
Cint = 5 Lo, det (12 + ZAQ) (24)

Interestingly, it can be also shown that this is the max-
imum allowable capacity within our proposed scheme.
Notice, however, that this is still short of the full (4,1)
log-det open-loop capacity, which is given by

C, = log, (1 + %) (25)

5. NUMERICAL RESULTS

In the following, we use the expressions (13), (17), (24),
(25) to evaluate outage capacities achievable within our
scheme. Figure 1 shows 10% outage capacities of the
ZF, MMSE, and ML schemes as compared to the maxi-
mum open-loop (4,1) capacity. The channel coefficients
{hm}, m = 1,...,4, are independently chosen Gaus-
sian random variables of unit variance (corresponding
to Rayleigh-distributed amplitudes). The outage val-
ues are computed based on one thousand independent
random runs. The ML receiver for our scheme is ca-
pable of achieving, depending on the SNR, between
95.84% and 99.52% of the open-loop capacity! The
corresponding range for the MMSE detector is 89.69%—
99.21% and for the ZF detector 66.83%—-89.34%. Notice
that at low SNR’s, both the MMSE and the ML ca-
pacities approach closely the open-loop capacity. Also,

—+—  4x1 open-loop capacity

51 ———  4x1 proposed ML A
—e—  4x1 proposed MMSE
4x1 proposed ZF

20

Figure 1: Outage capacities of the proposed scheme
compared to the (4,1) open-loop capacity.

notice that at high SNR’s, the two linear schemes are
capable of achieving a large percentage of the open-loop
capacity (on the order of about 90%).
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