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ABSTRACT

In this paperwe presentan optimized DSP implementationof a
modifiederrorfeedbackatticeleast-squar€EF-LSL) adaptve fil-
tering algorithm. Simple measureshat provide numericalstabil-
ity for poor persistenexcitationarealsoproposed As a resultof
the optimizationand the stability measuresan efficient and sta-
ble implementatiorof a fastalgorithmof the RLS family wasat-
tained. We presenthe resultsof an acousticechocancellingex-
perimentperformedwith the implementedalgorithm. With a 40
MIPS SHARC DSPR up to 290 adaptve filter coeficientscanbe
used. This representan effective alternatve to algorithmsof the
LMS family, while still retainingthe goodcornvergenceproperties
of theRLS family.

1. INTRODUCTION

AcousticEchoCancellatior(AEC) is achallengingapplicationfor
adaptve filtering dueto the requiredon-line processinghrough
high orderadaptve filters andto poor excitation characteristicef
voice signals[1]. The convergenceand consistenjparametees-
timation propertiesof Recursie LeastSquaregRLS) algorithms
male theminterestingalternatvesfor this application. It is well
known thatin comparisorwith LeastMean SquaregLMS) algo-
rithmsthetradeoff for theimproved performanceof fastRLS al-
gorithmsis anincreasden computationatompleity andpossible
numericalinstability. Moreover, the high orderof the adaptve fil-
ter andpoor persistenexcitation make numericalinstability shav
up moreeasily stressingheimportanceof numericallystableal-
gorithms. However, high implementationcosthindersthe useof
numericallystablefastRLS algorithmsasthebackwardstableQR-
LSL versiong2, 3].

In the describedscenario LeastSquared_attice (LSL) algo-
rithmsrepresenpossiblealternatvesdueto theirknown numerical
robustnessParticularly thea priori errorfeedback.SL algorithm
(EF-LSL) proposedyy Ling, ManolakisandProakis[7] could be
agoodchoice.lt is certainlyamongthemostnumericallyaccurate
LSL algorithms,comparingfavorably with the a priori or a pos-
teriori QR-LSL algorithms[3]. Thoughnot sharingsometheoret-
ical propertieswith the QR-LSL algorithmsthat guaranteestable
error propagation2, 3], the a priori EF-LSL algorithmis com-
putationallylesscomplex and, asit will be shown, still presents
numericallystablebehaior whenproperlyimplemented.

In Sectionll webriefly presenamodifiederrorfeedback_SL
algorithm basedon the a priori error feedbackalgorithm|[7, 8].

We alsoproposea simple numericalcorvention that ensuresu-
mericalstability for poor persistenexcitations. Divisionsmay be
implementedisingdenominatorsvith reducedvordlength.Thus,
lookup tablesmay be usedto implementinversionof denomina-
tors, removing one of the reasonswhy LSL adaptve filters are
usuallynotusedin high-orderreal-timeapplicationdike AEC, i.e.
the high computationaload of divisions. Thesepropertiesmale
thepresentealgorithmagoodoptionfor stringenthigh-orderreal-
time adaptve filtering applicationdike AEC.

In Sectionlll we presentan efficient implementationof the
modified EF-LSL algorithmfor the floating point SHARC DSR
Theimplementatiorfollowed a thoroughoptimizationprocedure,
which allowed the paralellismof this processorto be fully ex-
ploited. As aresult,a 290 coeficient (for a 8 kHz samplingrate)
EF-LSL acousticechocancellewasmadepossible.

2. MODIFIED ERROR-FEEDBACK LSL ALGORITHM

The conventionala priori EF-LSL algorithmcanbe foundfor ex-
amplein [8, p.633]. 1t dealswith thefollowing variables:(¢7, (n),
7 (), T, (n)) and(€,—1 (n), ¥ (n), Ty (n)) thatrepresente-
spectvely enegies,a priori predictionerrorsandreflectioncoef-
ficientsof theforwardandbackward predictions (ym (n), am (n),
xd,(n)) thatarerespectiely corversionfactors,a priori estima-
tion errorsandregressioncoeficientsandthe forgettingfactor A.
The subscriptm indicatesthe correspondingorder In its origi-
nal form, the computationatompleity of this algorithmis 18 M
multiplications,9M additionsand4M divisions,whereM is the
numberof adaptve filter coeficients.

To reducethe computationatompleity of this algorithmwe
introducednormalizeda posteriori predictionerrorsthat are re-
latedto thea priori predictionerrorsasfollows [4]:

Fmoi(n) = fmoa(n)/€l_1(n)
B = Ym-1(n—Dnm-1(n)/&],_(n),
bm-1(n) = bm—l(n)/gfnfl(n)

= Ym-1(n)Ym-1(n)/EhH_1(n).

Thisleadsto thealgorithmpresentedéh Tablel [6], whichrequires
13M multiplications,9M additionsand2M divisions. It canbe
seerthatequationsaredividedin four groups(1, 2, 3,4,5), (6, 7,
8),(9,10)and(11,12,13). Any equationin onegivengroupuses
only resultsfrom the precedinggroups,which is a desirablefea-
turewhenimplementingthe algorithmin aDSP It is worth noting



that the error feedbackmechanisnis maintainedn the modified
algorithm,andthereforenumericalaccurag is not affected.

Initialization (n = 0):
Form =1to M do
{gfnq(n) = g'lr)n—l(n) = A
I7,(n) = T3.(n) = K (n) = Pm-1(n) = 0}
Forn=1,2,3,...do{
Form = 0 do{ym(n) = 1;
Nm(n) = u(n); Ym(n) = u(n); am(n) = d(n) }
Form = 1to M do{ 1) to 13) below }}
1) | 2m(n) = gm—1(n) — Tf,(n-1)¢pm—1(n-1)

[b]

n) = Ym—1(n—1)m-1(n)

2) fM—l

~

3) | Ym(n) =Ym-1(n-1) — rs, (n—1)Nm—1(n)

4) | bn—1(n) = Ym-1(n)Ypm-1(n)
5) | am(n) = am-1(n) — m-1(n)r (n-1)

6) | TL.(n) =T, (n—1) + bm—1(n—1)1pm ()

7) | & 1)=& (n 1) fm1(R)m-1(n) + ¢
[Pl [q]

8) | &n_1(n) =X 1(n—1)+bm—1(n)Pm-1(n) +¢

—~

9) | Fn_i() = fn-1(n)/€],_1 (n)

10)| bm—1(n) = bm—1(n)/&-1(n)

1) T (n) = T (1) + fr_ 1 (0)om (n)

12)| k2, (n) = k%, (n=1) + bim—1(n)am(n)

13) Ym—1(n) — bm—1(n)bm_1(n)

Table 1. EF-LSL Algorithm variableswith correspondingdenti-
ficators.

To guaranteeobust numericalbehaior evenfor poor persis-
tentexcitationit is necessaryo avoid divisionsby valuescloseto
zeroin Equationg(9,10) of Table 1. To this endit is suficient to
adda positive constant, to the denominator®f theseequations.
Alternatively, asshawn in Table1, aconstantf = ¢{,(1 — ) can
be addedto Equationg7,8) of Tablel. Consideringhattheinput
signalsatisfies—2%/2 < u(n) < 2¥/2, with k aslow aspossible
[5], extensie simulationshave shavn that¢ = 28%(1— ) is suf-
ficient (thoughnot strictly necessaryfo assurenumericalstability.
Here,b is themantissavordlengthto whichtheenepiesarequan-
tized. This simple numericalcorventionwasusedwith excellent
resultsin several simulations. It was also verified that divisions
may be implementedusing denominatorswith reducedmantissa

wordlength(for example,8 bits), without producinginstability.

Consideringhatnumericalinstability problemsshav upmore
easilywhenlow forgettingfactorsareused we performedacoustic
echocancellationexperimentswith morethanonethousandoef-
ficientsand with forgettingfactorsaslow asA = 0.1. In these
caseghealgorithmremainechumericallystableanddid notbreak
down, althoughit did not produceusefulresultsdueto thelow A
valuesthatleadto large estimatiorerrors.

3. DSPIMPLEMENTATION

The EF-LSL algorithmwasimplementedn assemblyanguagén

afloating point Analog Devices21061DSP (SHARC). This DSP
hassixteend0-bitinternalregisters which areusedfor paralellad-

ditionsandmultiplications.In thefollowing, theseregistersarede-

notedby FO,F1,....,F15("F " standingfor "floating point”). For

indirectmemoryadressind 6 pointersareused which aredenoted
by 10, I11,...,115. Two simultaneousransferdbetweenegistersand
memorycanbe made,aslong asonetransferusesa pointerin 10-

I7 andthe DataMemory (DM) bus andthe othertransferusesa

pointerin 18-115 andthe ProgramMemory (PM) bus. A reduced
wordlengthdivision canbe carriedoutin two machinecycles: an

8-bit takulatedinversionanda multiplication.

3.1. Optimization

The particularorganizationof the stepsof the modified EF-LSL
algorithmpresentedn Table 1 is a suitablestartingpoint for ob-
taining an efficient DSPimplementationasthe stepswithin each
groupcanbecarriedoutindependentlyPerformingthena careful
allocationof the requiredoperationgo the processingesources,
the13stepsof thealgorithmcanbefitted, initially, into 19 machine
cycles. The contentsof the DSPregistersheforeeachof thesel9
cyclesareshawvn in Table2. Table3 shows the variablesthatare
assignedo eachpointerand Table4 shaws the transfersbetween
memoryand registerscarriedout in eachcycle. The numberof
requiredmachinecyclescanstill bereducedo 17 by transferring
stepsl8and19in Tables2 and4 to the beginningof thefollowing
iterationandstepO0 in Table4 to the endof the previousiteration.
This involves makingadjustmentsn steps12 and13 in Tables2
and4. The coreof thefinal algorithmis shavn (in assemblylan-
guage[9]) in Table5. With the 40 MIPS SHARC DSPthatwas
emplo/ed, it is possibleto useupto M = 290 coeficientsfor a8
kHz samplingrate.

3.2. Numerical aspects

Usingthedefinitionsof Sectionll, in theDSPimplementatiork =

30 (dueto a16-bit A/D) andb = 8 (themantissdengthto which

the predictionenepgies are quantized). This would leadto ¢ =

272(1—\) = 2" (for A = 0.999). However, consideringhehigh

value of X thatis used,a smallervalueof ¢ = 27 wasadopted.
As anextra safguardagainstnstability, the absolutevalueof the

corversionfactor v, wasusedin the implementation. For the

SHARC DSPthis did not represenary additionalcomputational
load. It wasalsonecessario saturateghepredictionerrorsin order
to avoid indefiniteresults(NaN), which is obtainedactiating the

saturatiormodein the DSP

3.3. An acoustic echo cancellation experiment

Using a measuredmpulseresponsef 1024samplegqat a 8 kHz
samplingrate)anechosignalwasproducedrom arecordedvoice
signal. The first 512 samplesof the measuredmpulseresponse
areshawvn in Figurel. Thevoicesignalandthe echosignal d(n)



Table 2: Contentsof DSPregisterspreviously to eachcycle or resultaftereachcycle

Multiplier Unit Accumulator Unit

X Y X Y
Cycle fo fl f2 f4 5 f6 f8 f9 f10 fi2 | f13 | f14 | fi5
1 b c
2 a d bc
3 a ad=k e a bc
4 a a-bc=j Kk [o] ae
5 f g | c-ae=l ak Z
6 fg=m i g ak+
7 m g h gi
8 h-gi=n j o gm b
9 P q b jo
10 p r ak+g b+jo=s pq
11 ak++pqg=t pr
12 inv(t) Kk agm pr
13 k/t=v | gm-+pr=u I4
14 u vl u+g e
15 m inv(u+J) vi e
16 n m/(u+)=w e+vil=x i
17 m w nw i
18 i+nw=y f mw
19 f-mw=z

Table 3: Assignmenbf pointersto variables.

Pointer | Vectorsize Identifiers
10 2(M+1) ¢l
11 M+1 a,j
12 1 h,n
13 M o,W
14 1 p
18 M b,s
19 2(M+1) df,z

110 M e,x
111 M iy
114 M q,t
115 M ru

m0=m8=M+1,ml=m9=M+2, mb=ml3 =0,m6=mld=1andmld = -1

Table 4: Transfersbetweernregistersandmemory

Cycle DM bus PM bus
0 (10) - f4 (18) - fo
1 (1) - fo (19) - f4
2 (1) - 8 (110) - 5
3 (10) -~ f9
4 (10) -~ 5 (19) - fo
5 2 - (11) (111) - f1
6 (12) - f9
7 (I3) -~ 5 (18) - f10
8 (14) - f2 (114) - 5
9 6 — (10) (115) - 5
10 f1 - (12) f10 - (18)
11 f8 — (114)
12
13 (110) — f12
14 f9 - (115)
15 (111) - fi2
16 f4 - (I13) f8 — (110)
17 (19) - f10
18 f9 - (111)
19 f10 - (19)

Table 5: Coreof theassemblyprogram.Thevaluesof themodifiersare:

flt:

fltO:

f12 = f0*f4,
f4 =1f0*f4,
13 = fO*f5,
f8 =1f0*f4,
fO =1f0*f5,
f14 = f1*f5,
f9 =1f0*f5,
f12 = 12*f5,
f13 = f2*f5,
f14 = f2*f5,

f2 =f2*4,
f8 =f2*f6,

f4 =1f0*f4,
f9 =1{1*4,
f12 = f0*f4,

f10=10-f12,
f10 = absf10,
f2 =18-f12,

f6 =f9-f13,

f8 =f8+f15,

fl =f9-f14,

f10 = f10+f12,
f8 =1f8+f13,
f2 =recipsf8,
fo =f9+f14,
f9 =1fo+f15,
f4 =recipsf9,
f8 =18+f12,
f3 =f9+f12,

fO = dm(il,m5),
f8 = dm(i1,m6),
f9 = dm(i0,m0),
f5 = dm(i0,m6),
dm(i1,m5)=f2,
f9 = dm(i2,m5),
f5 = dm(i3,m5),
f2 = dm(i4,m5),
dm(i0,m0)= 16,
dm(i2,m5)=f1,

dm(i3,m6)= f4,
f4 = dm(i0,m5),

f4 =pm(i9,m8);
f5 =pm(i10,m13);
pm(i9,m13)=f10;
fO =pm(i9,m13);
f1 =pm(ill,m15);
pm(i11,m14)=f3;
f10 = pm(i8,m13);
f5 =pm(il4,m13);
f5 =pm(il5,m13);
pm(i8,m14)=f10;
pm(i14,m14)=f8;
f10 = pm(i9,m9);
f12 = pm(i10,m13);
pm(i15,m14)= f9;
f12 = pm(ill,m14);
pm(i10,m14)=f8;
fO =pm(i8,m13);




werethenfed to the DSP systemanderror aas (n) wasrecorded.
A forgettingfactorA = 0.999 wasused. The instantaneouscho
returnlossenhancemenERLE) givenby

ERLE = 10 log[d2(n) /a2, (n)]

wascalculated.Figure2 shawvs 2s of the echosignalprior to can-
cellationandthe obtainedERLE. EachERLE valueshown is the
meanof 64 consecutie measurementdVe obsere thatthe ERLE

rangeis approximately30-40 dB, a good result consideringthe
order of the echocanceller the quantizationof denominatorf

Equations(9,10) of Table 1 andthe usualnoiselevelsin hands-
free mobile telephory ervironments.No noisewassuperposeto

the echosignalin orderto shawv the stablebehaiour of the echo
canceller It canbe seenthat the algorithmremainsstable,with-

outthe needfor additionalcontrolmeasuresgvenwhenthe voice
signaldecaydo almostzero.

Figure 3 is similar to Figure 2 but consideringan echocan-
cellerwith 1024 coeficients. In this casethe describedalgorithm
wasimplementeddy a C routineembeddedn MatLab andusing
thesamenumericalconventionsasthe DSP It canbeseerthatthe
obtainedERLE rangeis improveddueto the highernumberof co-
efficientsandthatalgorithmstill workswell. It shouldbeobsered
thatin this casethe maximumattainableERLE is limited dueto
mantissas quantizatiorbeforedivision. Similar resultshave been
obtainedfor higherordersandlongerechoimpulseresponses.
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Fig. 1. Measuredmpulserespons€512 samples).
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