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ABSTRACT

In this paper, we study the design tradeoffs involved in video
streaming in networks with QoS guarantees. We approach this
problem by using a utility function to quantify the benefit a user de-
rives from the received video sequence. This benefit is expressed
as a function of the total distortion. In addition, we also consider
the cost, in network resources, of a video streaming system. The
goal of the network user is then to obtain the most benefit for the
smallest cost. We formulate this utility maximization problem as
a joint constrained optimization problem. The difference between
the utility and the network cost is maximized subject to the con-
straint that the decoder buffer does not underflow. We present a
deterministic dynamic programming approach to find the optimal
tradeoff for both the Constant Bit Rate (CBR) and Renegotiated
Constant Bit Rate (RCBR) service classes. Experimental results
demonstrate the benefits and the performance of the proposed ap-
proach.

1. INTRODUCTION

In this paper, we study the design tradeoffs of video quality and
network cost in video streaming applications. There are two ma-
jor requirements for the video streaming process to be successful.
First, the amount of lost packets in the network must not be exces-
sive. Second, the delay experienced by a video frame as it traverses
the network must be constant if the display and encoder are to op-
erate at the same frame rate [1, 2]. Both lost packets and packets
that do not arrive on time to be displayed result in degradation of
the video quality.

Networks that can provide Quality of Service (QoS) guaran-
tees, such as ATM, have been developed in response to the demand
for the integrated delivery of new services such as video conferenc-
ing and video streaming. In this environment, the user negotiates
an agreement with the network where the network guarantees the
QoS for the traffic generated by the user as long as this traffic con-
forms to a specified traffic profile, i.e., the number of bits the user
is allowed to transmit at each time instance. The user is charged for
the network resources needed to meet the QoS guarantees. Thus,
video streaming applications have to be evaluated along two di-
mensions: received video quality and cost in network resources.

There are two types of traffic profiles: static and dynamic.
Static traffic profiles remain in effect for the duration of the con-
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nection [3]. Service classes that use static traffic profiles, such
as the Constant Bit Rate (CBR) service class, require the user
to have accurate a priori knowledge of the traffic which will be
generated. Dynamic traffic profiles, can be adapted during the
connection. Renegotiated services have been introduced in order
to accomodate applications in which the traffic characteristics are
time varying and cannot be accurately described by a static traffic
profile. Variable bit rate video is a good example of this type of
traffic. Renegotiated services allow the network to achieve more
efficient utilization of network resources by adapting to changing
traffic conditions [3].

Renegotiated Constant Bit Rate (RCBR) service has been
proposed as a simple renegotiated service to accomodate traffic
with multiple time scale burstiness, such as VBR video. In this
service, the traffic profile is given as a piece-wise CBR profile.
That is, the source transmits at a constant rate for a certain period
of time and then it switches to a different constant rate. The au-
thors in [4] have proposed a possible implementation of RCBR
in ATM networks and in Integrated Services internets.

We use a utility function to quantify the benefit the user de-
rives from a received video sequence. The goal of the user is then
to maximize the difference between the utility derived from the
received video sequence and the cost in network resources. We
present an algorithm to jointly and optimally solve this problem
CBR and RCBR classes of service. Two step approaches that
consider the network and the codec problem separately have been
proposed in the literature [2, 5, 3, 4].

The rest of this paper is organized as follows: In the next sec-
tion, we present our framework for maximizing user utility. In Sec-
tion 3 we present the solution to the problem for both the RCBR
and CBR streaming situations. In Section 4 we present experi-
mental results illustrating the performance of the algorithm, and in
Section 5 we present our conclusions.

2. USER UTILITY MAXIMIZATION

Each user s of the network has a utility function Us that is used to
quantify the satisfaction of the user with the network service [6].
We measure this satisfaction in terms of both the received video
quality and the degree to which the real-time display requirements
have been met. In an environment with guaranteed QoS, the net-
work can guarantee the delay that traffic generated by the network
user will experience as it traverses the network. If the traffic gener-
ated by the user meets the constraints imposed by the contract with



the network, then only the encoded video quality is a concern.
As an example, we will use a logarithmic utility function given

by,

Us(D) = Umax � � log(D); (1)

where D is the total distortion and Umax is the utility the user
derives when the original video sequence is viewed. The parameter
� can be interpreted as the cost per dB of distortion introduced at
the encoder.

Network cost depends on the class of service that is used and
on the type of traffic that the user generates. The network only
guarantees the QoS level if the user generates traffic that conforms
to the negotiated traffic profile. Given the traffic profile and the
class of service, the network has to allocate resources, such as
bandwidth and buffer space in order to meet the QoS guarantees.
The user is then charged a cost Cs for the ability to use these re-
sources.

The goal of the network user is then to obtain the most utility
for the smallest possible price. This is achieved when we maxi-
mize the difference between Us and Cs. We therefore can formu-
late the problem we consider here as follows. Given a set of de-
sired QoS guarantees, find an encoded video sequence and a traffic
profile that result in,

maxfUs � Csg; (2)

subject to the real time constraints mentioned in the introduction.
In the next section we will study the implications of these con-
straints.

3. PROBLEM FORMULATION

We consider the simplified system shown in figure 1. We will treat
this system as a discrete time system. Raw video frames, X(i),
are fed into the encoder which selects a quantizer Qi from a finite
set of quantizers Q. Encoding frame i with quantizer Qi results
in an encoded frame X̂(i) which is of size R(i) bits and results
in distortion D(i). The encoded frames are fed into the encoder
buffer which is drained at variable rate C(i).

At the receiver, the arriving data is stored in the decoder buffer.
The decoder waits a fixed amount of time, �, and then begins de-
coding the received video sequence. We assume here that large
enough buffers are available at the encoder and decoder and thus
we only need to worry about the effects of buffer underflow. We
can guarantee that this does not occur as long as we meet the fol-
lowing constraint

Be(i) �

i+2�X

j=i+�+1

C(j); (3)

where Be(i) is the encoder buffer occupancy at time i and the up-
per bound is known as the effective buffer size [2]. This effective
buffer size is the maximum buffer occupancy allowed at the en-
coder buffer such that all the bits can be delivered at the receiver
without violating the end-to-end delay constraint.

The cost for a RCBR traffic profile is given as,

Cs = 


TX

i=1

C(i) + �

TX

i=2

(1� Æ(C(i� 1); C(i))); (4)

where 
 is the cost per unit flow of reserving bandwidth for one
frame time, � is the cost per renegotitation and Æ(:) denotes the
delta function. The duration of the connection T is given by T =

N + d
Be(N)

C(N)
e, where N is the number of frames to be encoded,

and the second term represents the number of times the channel
will be used to empty the encoder buffer once the last video frame,
N , has been encoded.

In practice, renegotiations are limited to occur every M frame
intervals. If the renegotiation interval, M , is equal to the length of
the sequence, N , then we have the problem of video streaming us-
ing a CBR service class. Thus, the solution of the CBR problem
is a special case of the RCBR solution we present next.

If we consider the utility function given in Eq.(1) and theRCBR
class of service, we can pose the utility maximization problem as
a minimization problem. We need to find an RCBR traffic profile
and fQig

N

i=1 that minimize the cost function

� log(D) + 


TX

i=1

C(i) + �

TX

i=2

(1� Æ(C(i� 1); C(i))); (5)

subject to the constraint

Be(i) � �C(i): (6)

Note that this constraint is not the same as the more general
constraint of Eq.(3) which incorporates knowledge of future time
instants. The constraint of the minimization problem of Eq.(5) can
be interpreted as follows: Frames cannot be encoded to violate the
current parameters of the traffic contract. This means that if we
were to continue transmitting at rate C(i), frame i would meet
its delay requirement. Thus, we are restricting ourselves to the
situation where we have no knowledge of the outcome of future
renegotiations. Therefore, our solution can provide a fair compari-
son with practical systems in which the encoding and renegotiation
process are done online.

3.1. Algorithm

We consider here the case of intra frame encoding only. Our ap-
proach will be to find for each allowable traffic profile, the quan-
tizer sequence that produces the minimum cost given by Eq. (5).
Let � be the set of allowable channel rates. We can represent the
set of allowable traffic profiles using a tree as shown in figure 2.
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Fig. 1. Simplified Video Streaming System
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Fig. 2. Trellis Tree

The number of levels in the tree is dN=Me. Each node of the
tree represents a trellis that is used to optimally encode the cor-
responding M frames of the video sequence for transmission at a
constant rate (refer to figure 3). The trellis tree is formed by using
the following procedure:

1. Let j = 0. Start with a root node that has a one node trellis.
This trellis has a single node with Be(0) = 0. We initialize
the distortion to node this to zero.

2. For each node in level j of the tree, create a child in level
j + 1 of the tree for each channel rate Cj 2 �.

3. For each node in level j + 1, create a trellis of M stages
(or finish the encoding process) according to the procedure
presented below.

4. Let j = j + 1. If there are frames left to code then go back
to step 2.

Each node in the tree of figure 2 is a trellis which is grown
according to the following procedure (See figure 3):

1. Let i = 0. For each node in the first stage with buffer oc-
cupancy Be(i) set the distortion equal to the corresponding
node in the last stage of the parent node in the trellis tree.

2. For each node in stage i with buffer occupancy Be(i), cre-
ate a branch for each possible quantizer Qk. Each branch
connects a node in stage i to a node in stage i + 1 with
buffer occupancy Be(i+1) = Be(i) +RQ

k(i+ 1)�Cj ,
if 0 � Be(i+1) � �Cj , with RQ

k(i+1) the bit rate gen-
erated by encoding frame i + 1 using quantizer Qk. The
distortion associated with this branch is DQ

k (i+ 1).

3. If two or more branches arrive at the same node, only keep
the branch resulting in the smallest cumulative distortion.

4. i = i+ 1. Go to step 2 if i < M .
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Fig. 3. Node in the Trellis Tree

4. EXPERIMENTAL RESULTS

In this section we present experimental results to illustrate some
important aspects of the problem and the provided solution. We
use an H.261 coder [7] operating in intra frame mode to encode
the first 100 frames of the “ foreman” sequence in QCIF for-
mat. The time scale corresponds to the time needed to display
a frame of video. The set of four possible quantizer step sizes,
f8; 10; 12; 31g, was used in our experiments.

We consider two experiments with an RCBR service. We let
� = f10000; 15000; 20000; 25000g bits per frame, the renego-
tiation interval is set to M = 50 frames, and 
 = 0:0002, and
� = 5 in the cost function of Eq. (4). We use a logarithmic utility
function as in Eq. (1) with Umax = 500log(2552N). Figure 4(a)
shows the cost function for this experiment. In figure 4(b) we can
see the (Us � Cs) function for this experiment. We can see here
that the best profile corresponds to streaming in CBR at 20000
bits per frame.

In the second example, we set � = f10000; 20000; 25000g
and the renegotiation interval to M = 30 frames. The cost and
utility functions are the same as before. Figure 5(a) shows the re-
sults of this experiment. In the vertical axis we show the resulting
(Us � Cs). The horizontal axis corresponds to each of the 81 al-
lowable traffic profiles. The traffic profiles are ordered arbitrarily
in this figure.The optimal solution corresponds to the traffic pro-
file numbered 43, shown in figure 5(b). This example illustrates
the benefits of renegotiations.

Clearly, the results depend on he parameters 
 and � in Eq.(4),
as well as the renegotiation interval M . Some parameter values
were chosen in the experiments for demonstration purposes only,
and without loss of generality. Actual parameters values clearly
depend on the specific application.
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Fig. 4. Results for Experiment 1

5. CONCLUSIONS

In this paper, we have studied some of the design tradeoffs of video
streaming systems in networks with QoS guarantees. We have ap-
proached this problem by using an utility function to quantify the
user benefit derived from the video quality of the received video
sequence. We have measured the performance of a video stream-
ing system in terms of the difference between the user benefit and
the network cost. Our goal has been to maximize this difference.

We have formulated this utility maximization problem as a
joint problem where we maximize the video quality of the received
sequence for a given traffic profile.

We have solved this problem for classes of service that use
both static and dynamic traffic profiles. Specifically, we have con-
sidered CBR and RCBR service classes. Our experimental re-
sults suggest that when renegotiations are taken into account by the
video encoder, the received video quality can be improved. This
can prove particularly useful when we want to transmit video en-
coded using a predictive encoder and when the application does
not have an accurate representation of the source.
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