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ABSTRACT

We presentheretwo methodsof entropy codingfor the lattice
codevectors.We compareour entropy codingmethodswith one
methodpreviously presentedin the literaturefrom the point of
view of rate-distortionaswell asof thecomputationcomplexity
andmemoryrequirements.Theresultsarepresentedfor artificial
LaplacianandGaussiandata,aswell asfor LSF parametersof
speechsignals. In the latter case,the multiple scalelattice VQ
(MSLVQ) is usedfor quantization,which reducesthe rategain
of theentropy codingmethodwhencomparedwith thefixedrate
case,but allows a dynamicallocationof the bits in the whole
speechcodingscheme.

1. INTRODUCTION

Lattice vector quantization(LVQ) hasattractedinterestas an
alternative to optimal vector quantization(VQ) due to its re-
ducedmemoryrequirementsfor storageof the codebookand
low complexity of theencodinganddecoding.To maketheLVQ
morecompetitive from the rate-distortionpoint of view the lat-
tice codevectorsshouldbeentropy coded.

Practicalmethodsof latticecodevectorsentropy codinghave
beenproposed,with applicationsmainly in imagecoding [1],
[2]. Thesemethodsusea partitioningof the latticecodevectors
into classesandthenencodeseparatelytheclassindex sequence
with Huffmanor arithmeticcodingandthepositionof codevec-
torswithin classeswith fixedrate.Dueto thefixedrateencoding
part,therealwaysexistsa gapbetweentheentropy of thecode-
vectorsandtheaveragecode-lengthof the resultingcode,even
thoughtherehave beenattemptsto reduceit [3].

Besidesa new methodof entropy codingusingcodevectors
partitioning,we alsoproposetheuseof thecanonicalHuffman
codingof the latticecodevectorswith reducedmemoryrequire-
mentsandhaving a low computationalcomplexity for the en-
tropy encodinganddecoding.The secondproposedmethodis
basedon the canonicalHuffman coding and on a suitably in-
dexing methodfor the lattice codevectors. Several methodsof
entropy coding of lattice codevectors(including the proposed
ones)aretestedon LaplacianandGaussiandataaswell ason
LSFcoefficientsof speechsignals.

2. LATTICE VECTOR QUANTIZATION

A � -dimensionallattice,
�

, canbeconsideredasasetof vectors
thatform agroupunderordinaryadditionin ��� . Geometrically,
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the lattice
�

can be thoughtof as an infinite regular array of
pointsthatuniformly fills the � -dimensionalspace.

Whenusedasa VQ, the lattice hasto be truncatedto the
finite numberof vectorsallowedby thefinite rate, � . Our goal
is to deal with sourceswhosedistribution possessesa certain
symmetryproperty(e.gspherical,pyramidal)and,therefore,we
considertruncationsreflectingthosesymmetries. A truncated
latticeis definedasthesetof latticepointshaving thenormless
or equalto agivenvalue, � :���
	���
���� ��������� ��� (1)

where
�������

is theselectednormof
�

. If
�������

is theEuclidean
norm the truncationwill be sphericalandin the caseof the ���
norm the truncationwill be pyramidal [4]. The lattice points
will be groupedon sphericalor pyramidal shells. The num-
ber of points on eachshell can be calculatedby meansof the 

or other equivalent series,for both sphericaland pyramidal
[4] typesof truncations.For truncationscorrespondingto other
typesof norms(e.g. � �"!$# norm) the enumerationcanbe done
using the leaderclasscardinalities[5]. The codebook,% , is a
scaledtruncatedlattice:% �
	'&)(+*-,.� */,0
21�43$&�
 �)� (2)

where
&

is thescalingfactor.

3. ENTROPY CODING OF LATTICE CODEVECTORS

3.1. Entropy coding of lattice codevectors using codevectors
partitioning

The principle that hasbeenusedin several methodsfor lattice
codevectorsentropy codingis togroupthecodevectorsinto some
classes.The indexesof theclassesareentropy codedusingfor
instanceHuffmancodingandthepositionof acodevectorwithin
a classis encodedusingfixed rateenumerative encoding.The
useof thefixedrateencodingis justifiedonly if theelementsof
a classaredecorrelated.The bestcode-lengththat canbe ob-
tainedwith a memorylessmethodis givenby theentropy of the
classesindexes, 506 , plus the averagecodelengthusedfor the
positionsof thecodevectorswithin a class:798�: � � 5 6<; �= > ? �A@ > 7 > (3)

where� is thenumberof classes,B > is theindex and@ > theproba-
bility of theclass� . C �
	 B > 3 � � DE3 � � is thesetof classindexes
and

7 >
is the numberof bits neededto encodethe positionof



onecodevectorbelongingto theclass� , within thatclass.As the
positionsof thecodevectorsarefixed-rateencodedandthecardi-
nalitiesof theclassesaren’t integerpowersof 2, there,inevitably,
exist somegapbetweentheaveragelengthof anoptimalentropy
codeof thelatticecodevectorsandtheaveragecode-lengthgiven
by (3).

Themostcommonmethodis to groupthecodevectorsinto
classesaccordingto their norm [1], [2]. As the classcorre-
spondingto the norm zero is quite frequentit is customaryto
applyrun-lengthcodingandentropy codingon thesequenceof
normindexes.Thismethodhasbeenimprovedby Kim [3] in the
senseof reducingthegapbetweentheoptimal code-lengthand
the realone,by redistributing radiusandindex sequences.An-
otherway to groupthe lattice codevectorsis accordingto their
weight(numberof non-zerocomponents)[6].

Entropy coding using leader classes

We proposehere, as an alternateapproach,the use of leader
classesas the methodof groupingthe lattice codevectors. A
leaderor leadervector is a vectorbelongingto the lattice and
whosecomponentsareunsignedandsortedin decreasingorder
from left to right [5]. The leaderclassof the leadervector F
is composedof all thevectorsobtainedby signedpermutations
(with somepossibleconstraints)of the leadervector. As men-
tionedin [5], theleaderclasscanbethis waydefinedonly if the
consideredlatticeis invariantunderpermutation.

The performanceof all theseentropy coding methodsfor
lattice codevectors is highly dependenton the distribution of
the codevectorsin classes.We will proposein what follows a
methodthatattainstheoptimalaveragecode-lengthfor the lat-
ticecodevectorsandalsohaslow memoryrequirementsandlow
complexity.

3.2. Canonical Huffman coding of lattice codevectors

ThecanonicalHuffmancoding(CHC) method[7] is known for
its low complexity of decodingandlow memoryrequirements.
For instance,regardingthememoryrequirements,thedatathat
hasto bestoredconsistsof atableof � 7 integerswhere� 7 is the
numberof differentcodelengthsin thecodeanda permutation
giving theindex of theinputalphabetsymbolsin thedecreasing
probability order. For large input alphabetsthe storageof this
permutationis a limitation.

In thecaseof thelatticecodevectors,asthenumberof code-
vectorscanbevery large,thiscodingmethodseemsto beoutof
thequestion.However, with a suitablychosenindexing method,
thatwouldgivethecodevectorsindexesin theirdecreasingprob-
ability order, we could still apply the canonicalHuffman using
a small amountof memory. We will presentfirst the indexing
methodandthen,how the canonicalHuffman encodingproce-
dureis simplifiedby usingtheproposedindexing.

3.2.1. Latticecodevectors indexing

Usingthedefinitionof aleaderclasspresentedin thesection3.1,
anenumerationalgorithmfor thecodevectorsof a truncatedlat-
ticecanberapidlydeveloped.For thiswecountthepermutations
usedto obtaineachvectorfrom aleaderclassaswell asthesigns
distributionamongthenon-zerocomponentsof thevectors.
Enumeration algorithm
Storeddata:

GIH &�J K ��L J�� M HAG � J - a tableof
7

integerscontainingthe in-
dexesof thefirst vectorsof eachleaderclass(

7
is thenumberof

leaderclasses)N
- a triangularmatrix O �P� ; D��RQ��P� ; DS�"T containingthe

binomialcoefficients(
�

is thespacedimension).
Input:

�
- � dimensionallatticevector,U
- leaderclassindex to which

�
belongs.

Output: B - index of codevector
�

.

1. if (
�V�W�X�PYA3ZY[3�\+\I\+3ZY]�

) B �^Y
, stop

2.
G$H &�J K �_L J��V� GIH &�J K ��L J�� M HAG � J O U T

3.
K L � &+K�` � �a*Ib L J &+K�` � �����

4.
K L � c H �V� ��d c G J�e.�����

5.
K ��L J��V�^*$b L J @ bf&g���h3I\i\i\ �6. B � GIH &�J K ��L J�� ; K L � &+K�` �kj K L � c H � ; K ��L J��

where:*Ib L J &+K�` � ����� is a function that assignsto eachnon-zerocom-
ponentof

�lY
or
D

with respectto its sign and transformsthe
resultingsequenceof bits into aninteger.��d c G JSe[����� countshow many vectorscanbeobtainedthrough
permutationof theabsolutevaluesof thecomponentsof

�
.*Ib L J @ bf&]���m3I\I\+\n� encodesthepositionof theabsolutevaluesof

non-zerocomponentsof
�

.
Retrieval of the codevector from an index
Storeddata:GIH &�J K ��L J�� M HAG � J - a tableof

7
integerscontainingthe in-

dexesof thefirst vectorsof eachleaderclass(
7

is thenumberof
leaderclasses)N

- a triangularmatrix O �P� ; D��RQ��P� ; DS�"T containingthe
binomialcoefficients.� J H L JSef& M HAG � J - a O 7 Q0�oT matrixcontainingtheleadervec-
tors.
Input: B - index of codevector

�
.

Output:
�

- � dimensionallatticevector.

1. Find
GIH &�J K ��L J�� and

U
from

G$H &SJ K ��L JS� M HAG � J .
2. B � BWp G$H &�J K �_L J�� .

3.
K L � c H �V� ��d c G J�e.� � J H L J�e]& M H[G � Jg� U �/�

4.
K L � &+K�` � �2qZrfs.tvu)w x:iy$z 8�{+z |}{+~ >n�$� ���"� .

5.
K ��L J��V�aqZ�I�2w x:iy$z 8R{�z |�{�~ >n��� ���"� .

6. Determineunsignedvector��V� L J�*Ib L J F J�*E� � J H L J�ef& M HAG � Jg� U �$3-K ��L J����
7. Determinesignedvector�V� L J�*Ib L J &+K�` � � ��h3/K L � &+K�` � �

whereremis theremainderfunction, L J�*Ib L J F J�* is the inverse
of the

*$b L J F J�* functionand L J�*$b L J &+KP` � is the inverseof the*Ib L J &+K�` � function.

3.2.2. EntropycodingusingcanonicalHuffman

Thecodeobtainedwith thecanonicalHuffmanprocedurehasthe
propertythatwhenlistedin theincreasingorderof thesymbols
probability, the correspondingcode-lengthsare increasingand
for the samecode-lengththe symbolsare listed suchthat their
codewordsareconsecutive binarynumbers[7].

For a sourcewith independentcomponentsit is naturalto
considerthat thecodevectorsof a latticecodebook,thatbelong



No. ECon R EConL
lead.

7R��� 7 :�y$zS� 7R� 7R��� 7 :iy$zS� 7��
3 1.00 7.98 8.98 1.23 7.31 8.54
8 1.08 12.59 13.67 2.02 11.10 13.20
9 1.51 13.00 14.51 2.41 11.42 13.83
12 1.52 14.81 16.33 2.83 12.94 15.77
13 1.43 15.19 16.62 2.92 13.25 16.17
20 1.54 15.06 16.60 3.23 13.16 16.39
21 1.74 15.73 17.47 3.44 13.60 17.04

Table 1. Codelengthdistribution betweenthe classindex and
thepositionof codevectorswithin a classfor theentropy coding
with partitioningon norms(R) andon leaders(L) for Laplacian
data.

to thesameleaderclassin thelatticehave thesameprobability.
Thus if we know how the leaderclassesare orderedwith re-
spectto their codevectorprobabilities,we canusethe indexing
methoddescribedin the previous subsection,to have thecode-
vectorsindexedin their increasingprobabilityorder. For thiswe
mustadaptthe variable

GIH &�J K ��L J�� M HAG � J suchthat the leader
classesare orderedwith respectto their vectorsprobabilities.
Therefore,besidesthememoryrequirementsfor indexing, only
anadditionaltableof integers,of lengthequalto thenumberof
differentcodelengthin theresultingcodeis needed.

4. RESULTS

We comparetheresults,in termsof theaveragecodelength,for
two methodsof entropy codingof latticecodevectorsusingpar-
titioning (on normsandon leaderclasses)andfor thecanonical
Huffmancoding.We have consideredfirst somegenerateddata
(GaussianandLaplacian)afterwhich theLSF predictionerrors
have beenusedasinput for thelatticequantizer.

Thesamplesin theartificial datasetareindependentandthe
resultsfor thesecasesarereportedover500000samplesof data.
The optimal scale(giving the minimal meansquaredquantiza-
tion error)is consideredfor eachof thecodebooks.It is obtained
with anempiricoptimizationmethod[5].

4.1. Laplacian data

Thelattice � ��� is consideredfor quantization.It is pyramidally
truncatedup to a given numberof leaderclasses.The average
code-lengthfor thelatticecodevectorsentropy codingwith par-
titioning on normsandon leaderclassesaregiven in the Table
1.
7 �����i�.�

is the averagecode-lengthobtainedwith Huffman
codingfor theclassindex sequenceand

7 :�y$zS�m���[�
is theaverage

code-lengthcorrespondingto thesequenceof codevectorsposi-
tionswithin a class.

7 �m���[�
is theresultingaveragecode-length

for thetwo codingmethods.Fromtheresultsof Table2 it is clear
thatthecanonicalHuffmancodingof latticecodevectorsis, asit
wasexpected,thebestmethodin termsof averagecode-length.

4.2. Gaussian data

The lattice � ��� is consideredfor quantization.It is spherically
truncatedup to a given numberof leaderclasses.The average
code-lengthfor thelatticecodevectorsentropy codingwith par-
titioning onnormsandon leaderclassesaregivenin theTable3.7 ���m���[�

,
7 :iyIzS�m���[�

,
7 �m���[�

have thesamesignificanceasfor the

No. 5 CHC ECR ECL Enum.
lead.

7 � 7 � 7 �
coding

3 7.59 7.65 8.98 8.54 8
8 11.53 11.85 13.67 13.20 13
9 13.38 13.41 14.51 13.83 15
12 15.07 15.10 16.33 15.77 16
20 15.56 15.59 16.60 16.39 17
21 16.18 16.20 17.47 17.04 18

Table 2. Comparisonof canonicalHuffmancoding(CHC) with
entropy codingwith partitioningof latticecodevectorsonnorms
(ECR) andon leaders(ECL) for differentsizesof a pyramidal
LVQ on Laplaciandata. Theentropy 5 is alsogiven for every
consideredcase.

No. EConR EConL
lead.

7R��� 7 :�y$zS� 7R� 7R��� 7 :iyIzS� 7R�
3 1.01 7.94 8.95 1.03 7.88 8.92
4 1.10 11.58 12.68 1.12 11.53 12.65
7 1.31 13.37 14.68 1.69 12.96 14.65
8 1.76 14.43 16.19 1.90 14.31 16.21

Table 3. Codelengthdistribution betweenthe classindex and
thepositionof codevectorswithin a classfor theentropy coding
with partitioningon norms(R) andon leaders(L) for Gaussian
data.

caseof Laplaciandata. Fromthe resultsof Table4 thecanoni-
cal Huffmancodingof latticecodevectorsis thebestmethodin
termsof averagecode-length.

As it wasexpecteda definitewinnermethodwithin thepar-
titioning entropy codingmethodscannotbeindicated.

With respectto thememoryrequirementsthethreemethods
are comparablesincefor the partitioning methodstwo integer
tablesmustbe stored:onefor theHuffman codingof theclass
index sequenceanda secondonefor thenumberof bits needed
for thefixedrateencodingof thecodevectorspositionswithin a
class.

4.3. LSF quantization using MSLVQ with spherical trunca-
tion of the lattice � ���
TheLPC parametersareextractedfrom the input speechsignal
andtransmittedin orderto reconstructat thedecodertheshort-

No. 5 CHC ECR ECL Enum.
lead.

7R� 7�� 7R�
coding

3 7.57 7.64 8.95 8.92 8
4 11.77 11.82 12.68 12.65 12
7 14.20 14.27 14.68 14.65 15
8 15.66 15.72 16.19 16.21 16

Table 4. Comparisonof canonicalHuffmancoding(CHC) with
entropy codingwith partitioningof latticecodevectorsonnorms
(ECR) and on leaders(ECL) for different sizesof a spherical
LVQ on Gaussiandata. For the two latter methodsthe best
achievableaveragecode-length(equation(3)) is considered.The
entropy 5 is alsogivenfor everyconsideredcase.



termspectralenvelopeof thedecodedsignal. TheLPC param-
etersarethecoefficientsof the @ -th orderpredictionpolynomial���P�g�

, obtainedby applyingtheLevinsonalgorithmto aframeof
speechsignal. At thedecoder, thedecodedexcitation is filtered
by the all-pole filter 5 �P�]����DS�I���P�g�

. The order of
���P�g�

is
commonlytaken @ ��D�Y

. TheLPC parametersaretransformed
into an equivalent set, the line spectrumpairs (LSF) and their
quantizedvaluesaretransmittedto thereceiver. Theprocessof
quantizingthefilter parametersto a finite numberof bits/frame
is referredto asLPC quantization.

Thespectraldistortionis oftenusedasanobjectivemeasure
of theencodingperformance:� � ��� D�Y������¡ '¢ rf£ ��� � � � �PJ ,�¤ �+� # p ¢ rE£ ��� � �� � �PJ ,�¤ �+� #$¥ # Lf¦�§ �"!�#

(4)
whereSDis givenin dB,

� � �P�g� and
�� � �P�g� arethepredictorsof

the � p M/¨ speechframewithout andwith quantizationrespec-
tively.

We experimentedthe predictive multiple-scalelattice VQ
[4] for thequantizationof LPCparameters,by utilizing thesame
LPC computationprocedureusedin G.729codec[8]. There,a
10-thorderLPCanalysiswith 10msanalysisframeis employed,
basedon the auto-correlationmethodand the useof a 30 ms
Hammingwindow. 4 copiesof the sametruncatedlattice �©���
areusedin theMSLVQ structure.The4 scalesareoptimizedon
115006framesusingan empiricoptimizationmethod[5]. The
probabilitiesof the codevectorsareestimatedusingthe speech
datafrom TIMIT training set (1417087frames). As the num-
ber of codevectors(consideredindividually for every scale)is
857617,not every codevectoris necessarlychosenin thequan-
tizationprocess.Thusto estimatetheprobabilityof eachcode-
vectortheaverageover eachleaderclassis considered.As the4
scalesarenot equiprobable,therankingof thecodevectorswith
respectto theirprobabilityfor eachof thescalesdiffer. Therefore
for theindexing methodneededfor thecanonicalHuffmancod-
ing the table

G$H &SJ K ��L JS� M H[G � J mustbe 4 timesbigger(which
meansin our case52 integersinsteadof 13 integers).Thecom-
parisonbetweentheentropy codingmethodsis presentedin Ta-
ble 5. As we no longer have a uniform quantizerdue to the
MSLVQ structure,thegainwith respectto thefixedratecoding
code-lengthis smaller. ThecanonicalHuffmanpermitsthegain
of abouta bit. Thereare13 distinct code-lengthswhich means
that for entropy codingof the lattice codevectorsa tableof 13
integersis neededwhich is nearlyinsignificant.As for theper-
formanceof the methodin termsof ratedistortionfor theLPC
quantizationwehaveobtainedameanspectraldistortionof 0.98
dB for a rateof 19.11bits which is betterthat the variablerate
LPCquantizationproposedin [9] whereaspectraldistortionbe-
low 1 dB wasobtainedfor 20bits. As anadditionalobservation,
thevariableratecodingwouldpermitadynamicallocationof the
bitsbetweentheLSFcoefficientsquantizationandthecodingof
theexcitation.

5. CONCLUSION

We have presentedin this papertwo novel methodsfor entropy
codingof latticecodevectors.Thefirst oneis aparticularcaseof
the entropy codingmethodsusingcodevectorspartitioningand
its performanceis similar to otherequivalentmethods.Thesec-
ond methodis basedon the canonicalHuffman coding,whose
reducedmemoryrequirementsandlow computationcomplexity

Zeroorderentropy 19.08bits
CHC 19.11 bits

EConnorms 19.75bits
ECon leaders 19.54bits
Enum.coding 20.00bits

Table 5. Averagecodelengthfor differentmethodsof entropy
codingfor latticecodevectorsof a MSLVQ structurecontaining
4 copiesof a lattice truncatedup to the

D�ª |�«
sphericalleader

(857617codevectors).Themeanspectraldistortionis 0.98dB.

areassuredby a suitablychosenindexing methodof the code-
vectorsthatwe propose.We have comparedour entropy coding
methodswith onepreviously presentedin theliterature.There-
sultsarepresentedfor artificial LaplacianandGaussiandataas
well asfor LSF parametersof speechsignals.Thememoryand
computationrequirementsaresimilar but thebestaveragecode-
length is obtainedwith the canonicalHuffman coding. In the
caseof LSFquantizationthemultiplescalelatticeVQ (MSLVQ)
is usedfor quantization,which reducessomewhat the rategain
comparedwith thefixedratecase,but alsoallows a dynamical-
locationof thebits in thewholespeechcodingschemeandhasa
betterperformancein termsof rate-distortionthanothervariable
ratemethodsproposedin theliteraturefor LSFquantization.
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