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ABSTRACT

We presentheretwo methodsof entrofy codingfor the lattice
codevectors.We compareour entrofy codingmethodswith one
methodpreviously presentedn the literaturefrom the point of
view of rate-distortioraswell asof the computatiorcompleity
andmemoryrequirementsTheresultsarepresentedor artificial
Laplacianand Gaussiardata,aswell asfor LSF parametersf
speectsignals. In the latter case the multiple scalelattice VQ
(MSLVQ) is usedfor quantizationwhich reducegherategain
of theentrofy codingmethodwhencomparedvith thefixedrate
case,but allows a dynamicallocationof the bits in the whole
speecttodingscheme.

1. INTRODUCTION

Lattice vector quantization(LVQ) has attractedinterestas an
alternatve to optimal vector quantization(VQ) dueto its re-
ducedmemoryrequirementdor storageof the codebookand
low compleity of theencodinganddecoding.To make theLVQ
more competitve from the rate-distortiorpoint of view the lat-
tice codevectorsshouldbe entrofy coded.

Practicamethodof latticecodevectorsentropy codinghave
beenproposedwith applicationsmainly in image coding[1],
[2]. Thesemethodsausea partitioningof the lattice codevectors
into classesandthenencodeseparatelyhe classindex sequence
with Huffman or arithmeticcodingandthe positionof codevec-
torswithin classesvith fixedrate.Dueto thefixedrateencoding
part, therealwaysexists a gapbetweerthe entropy of thecode-
vectorsandthe averagecode-lengttof the resultingcode,even
thoughtherehave beenattemptso reducseit [3].

Besidesa new methodof entrofy codingusingcodevectors
partitioning, we also proposethe useof the canonicalHuffman
codingof the lattice codevectorswith reducedmemoryrequire-
mentsand having a low computationalcomplexity for the en-
tropy encodinganddecoding. The secondproposednethodis
basedon the canonicalHuffman coding and on a suitably in-
dexing methodfor the lattice codevectors. Several methodsof
entrofy coding of lattice coderectors(including the proposed
ones)aretestedon Laplacianand Gaussiardataaswell ason
LSF coeficientsof speectsignals.

2. LATTICE VECTOR QUANTIZATION

A n-dimensionalattice, A, canbeconsideredisa setof vectors
thatform agroupunderordinaryadditionin R™. Geometrically
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the lattice A can be thoughtof as an infinite regular array of
pointsthatuniformly fills the n-dimensionakpace.

Whenusedasa VQ, the lattice hasto be truncatedto the
finite numberof vectorsallowed by thefinite rate, R. Our goal
is to deal with sourceswhosedistribution possessea certain
symmetryproperty(e.gspherical pyramidal)and,thereforewe
considertruncationsreflectingthosesymmetries. A truncated
latticeis definedasthe setof lattice pointshaving thenormless
or equalto agivenvalue,K:

A={z € AN(z) < K} @)

whereN (z) is theselectechormof z. If N(z) is the Euclidean
norm the truncationwill be sphericalandin the caseof the l;

norm the truncationwill be pyramidal [4]. The lattice points
will be groupedon sphericalor pyramidal shells. The num-
ber of points on eachshell can be calculatedby meansof the
@ or otherequialent series,for both sphericaland pyramidal
[4] typesof truncations.For truncationscorrespondindo other
typesof norms(e.g. I,,, norm) the enumeratiorcan be done
using the leaderclasscardinalities[5]. The codebook(, is a
scaledtiruncatedattice:

C={s-cjlc; €A,s €eR} %))

wheres is the scalingfactor

3. ENTROPY CODING OF LATTICE CODEVECTORS

3.1. Entropy coding of lattice codevector s using codevector s
partitioning

The principle that hasbeenusedin several methodsfor lattice
codevectorsentrojy codingis to groupthecodesectorsinto some
classes.The indexesof the classesareentrofy codedusingfor

instanceHuffmancodingandthe positionof acoderectorwithin

a classis encodedusingfixed rate enumeratie encoding. The
useof thefixedrateencodings justified only if the elementof

a classare decorrelated.The bestcode-lengththat can be ob-
tainedwith a memorylessnethodis givenby the entropy of the
classedsndexes, Hz, plusthe averagecodelength usedfor the
positionsof the codevectorswithin a class:

Lpin = Hz + szLl 3
=1

wheren isthenumberof classes]; istheindex andp; theproba-
bility of theclassl. Z = {I;,1 = 1, n} is thesetof classindexes
and L, is the numberof bits neededio encodethe position of




onecodevectorbelongingto theclassl, within thatclass.As the
positionsof thecodevectorsarefixed-rateencodedndthecardi-
nalitiesof theclassesrent integerpowersof 2, there inevitably,
exist somegapbetweertheaveragdengthof anoptimalentropy
codeof thelatticecodevectorsandtheaveragecode-lengttyiven
by (3).

The mostcommonmethodis to groupthe codevrectorsinto
classesaccordingto their norm [1], [2]. As the classcorre-
spondingto the norm zerois quite frequentit is customaryto
apply run-lengthcodingandentrofy codingon the sequencef
normindexes. This methodhasbeenimprovedby Kim [3] in the
senseof reducingthe gapbetweenthe optimal code-lengthand
thereal one, by redistributing radiusandindex sequencesAn-
otherway to groupthe lattice codevectorsis accordingto their
weight(numberof non-zerocomponents]6].

Entropy coding using leader classes

We proposehere, as an alternateapproach the use of leader
classesas the methodof groupingthe lattice codevectors. A
leaderor leadervectoris a vector belongingto the lattice and
whosecomponentsreunsignedandsortedin decreasingrder
from left to right [5]. The leaderclassof the leadervectorv
is composedf all the vectorsobtainedby signedpermutations
(with somepossibleconstraints)f the leadervector As men-
tionedin [5], theleaderclasscanbethis way definedonly if the
consideredatticeis invariantunderpermutation.

The performanceof all theseentropy coding methodsfor
lattice codevectorsis highly dependenbn the distribution of
the codevectorsin classes.We will proposein whatfollows a
methodthatattainsthe optimal averagecode-lengthor the lat-
tice codevectorsandalsohaslow memoryrequirementandlow
compleity.

3.2. Canonical Huffman coding of lattice codevectors

The canonicaHuffman coding(CHC) method[7] is known for
its low compleity of decodingandlow memoryrequirements.
For instance regardingthe memoryrequirementsthe datathat
hasto bestoredconsistf atableof nL integerswherenL is the
numberof differentcodelengthsin the codeanda permutation
giving theindex of theinput alphabesymbolsin the decreasing
probability order For large input alphabetghe storageof this
permutationis alimitation.

In thecaseof thelatticecodevectors,asthenumberof code-
vectorscanbevery large, this codingmethodseemso be out of
the question.However, with a suitablychosenndexing method,
thatwould give thecodevectorsindexesin theirdecreasingrob-
ability order we could still apply the canonicaHuffman using
a small amountof memory We will presenffirst the indexing
methodandthen, how the canonicalHuffman encodingproce-
dureis simplified by usingthe proposedndexing.

3.2.1. Latticecodevectos indexing

Usingthedefinitionof aleaderclasspresentedh thesection3.1,
anenumeratioralgorithmfor the codevectorsof a truncatedat-
tice canberapidly developed.For thiswe countthepermutations
usedto obtaineachvectorfrom aleaderclassaswell asthesigns
distribution amongthe non-zeracomponentsf thevectors.
Enumeration algorithm

Stoeddata

base_index _table - atableof L integerscontainingthein-
dexesof thefirst vectorsof eachleaderclass(L is the numberof
leaderclasses)

C - atriangularmatrix [(IV + 1) x (N + 1)] containingthe
binomialcoeficients(V is the spacedimension).

Input  z - n dimensionalattice vector
£ - leaderclassindex to which z belongs.
Output I - index of coderectorz.

1. if (z == (0,0,...,0)) I =0, stop
. base_index = base_index_table[{]
. idz_sign = code_sign(x)

. idz_mazx = number(x)

a b~ WON

. index = code_pos(z, ...)
6. I = base_index + idx_sign * ide_max + index

where:
code_sign(z) is a function that assignso eachnon-zerocom-
ponentof z 0 or 1 with respectto its sign and transformsthe
resultingsequencef bits into aninteger
number(z) countshov mary vectorscanbe obtainedthrough
permutatiorof theabsolutevaluesof thecomponentsf z.
code_pos(z, . ..) encodeghe positionof the absolutevaluesof
non-zerocomponentsf z.
Retrieval of the codevector from an index
Stoeddata

base_index _table - atableof L integerscontainingthein-
dexesof thefirst vectorsof eachleaderclass(L is the numberof
leaderclasses)

C - atriangularmatrix [(NV + 1) x (N + 1)] containingthe
binomial coeficients.

leaders_table - a[L x N| matrix containingthe leadervec-
tors.
Input I - index of codevectorz.
Output z - n dimensionalattice vector

1. Findbase_index andf from base_index_table.
2. I =1 — basesindex.

3. idz-mazxz = number(leaders_table(f))

. L 1
4. idx_sign = round(m).

: _ I
5. index = rem(idm-mam-table[l]) .

6. Determineunsignedvector
% = decode_vec(leaders_table({),index)

7. Determinesignedvector
x = decode_sign(Z, idzr_sign)
whereremis theremaindeifunction, decode _vec is theinverse
of the code_vec functionanddecode _sign is the inverseof the
code_sign function.

3.2.2. EntropycodingusingcanonicalHuffman

Thecodeobtainedwith thecanonicaHuffmanprocedurénasthe
propertythatwhenlistedin theincreasingorderof the symbols
probability, the correspondingode-lengthsare increasingand
for the samecode-lengththe symbolsare listed suchthat their
codavordsareconsecutie binarynumberd7].

For a sourcewith independentomponentst is naturalto
considerthatthe codevectorsof a lattice codebookthatbelong



No. EConR EConL

lead. || Lyr | Liacr | Lr Lyr | Lider Lp
3 1.00 7.98 8.98 1.23 7.31 8.54
8 1.08 | 12.59 | 13.67 || 2.02 | 11.10 | 13.20
9 151 | 13.00 | 1451 | 2.41 | 11.42 | 13.83
12 152 | 14.81 | 16.33 | 2.83 | 12.94 | 15.77
13 1.43 | 15.19 | 16.62 || 2.92 | 13.25 | 16.17
20 1.54 | 15.06 | 16.60|| 3.23 | 13.16 | 16.39
21 1.74 | 15.73 | 17.47 || 3.44 | 13.60 | 17.04

Table 1. Codelengthdistribution betweenthe classindex and
the positionof coderectorswithin a classfor theentropy coding
with partitioningon norms(R) andon leadergL) for Laplacian
data.

to the sameleaderclassin the lattice have the sameprobability
Thusif we know how the leaderclassesare orderedwith re-
spectto their codevector probabilities,we canusethe indexing
methoddescribedn the previous subsectionto have the code-
vectorsindexedin theirincreasingprobabilityorder For thiswe
mustadaptthe variablebase_index table suchthatthe leader
classesare orderedwith respectto their vectorsprobabilities.
Therefore besidegshe memoryrequirementsor indexing, only
anadditionaltableof integers,of lengthequalto the numberof
differentcodelengthin theresultingcodeis needed.

4. RESULTS

We comparetheresults,in termsof the averagecodelength,for
two methodsof entrofy codingof lattice coderectorsusingpar
titioning (on normsandon leaderclassespandfor the canonical
Huffman coding. We have consideredirst somegeneratediata
(GaussiarandLaplacian)afterwhich the LSF predictionerrors
have beenusedasinput for the lattice quantizer

Thesamplesn theartificial datasetareindependenandthe
resultsfor thesecasesrereportedover 500000samplef data.
The optimal scale(giving the minimal meansquaredquantiza-
tion error)is consideredor eachof thecodebookslt is obtained
with anempiricoptimizationmethod[5].

4.1. Laplacian data

Thelattice D1 is consideredor quantization.t is pyramidally
truncatedup to a given numberof leaderclasses.The average
code-lengtifor thelattice codevectorsentropy codingwith par
titioning on normsand on leaderclassesaregiven in the Table
1. Lyg(y) is the averagecode-lengthobtainedwith Huffman
codingfor the classindex sequencendL;4, r(1) iS theaverage
code-lengthcorrespondingdo the sequencef coderectorsposi-
tionswithin aclass. Lg () is theresultingaveragecode-length
for thetwo codingmethods Fromtheresultsof Table2it is clear
thatthe canonicaHuffman codingof lattice codevectorsis, asit
wasexpectedthebestmethodin termsof averagecode-length.

4.2. Gaussian data

The lattice Dy is consideredor quantization.lt is spherically
truncatedup to a given numberof leaderclasses.The average
code-lengthHor thelattice coderectorsentropy codingwith par
titioning on normsandon leaderclassesregivenin the Table3.
Lyr(ry Lidazr(ry, Lr(r) have the samesignificanceasfor the

No. H CHC | ECR | ECL | Enum.
lead. Ly Lgr Ly, coding
3 7.59 7.65 8.98 | 8.54 8
8 11.53 || 11.85 | 13.67 | 13.20 13
9 13.38 || 1341 | 14.51| 13.83 15
12 | 15.07 || 15.10 | 16.33 | 15.77 16
20 | 15.56 | 1559 | 16.60 | 16.39 17
21 | 16.18 || 16.20 | 17.47 | 17.04 18

Table 2. Comparisorof canonicaHuffman coding(CHC) with
entrofy codingwith partitioningof lattice codevectorson norms
(ECR) andon leaders(ECL) for differentsizesof a pyramidal
LVQ on Laplaciandata. The entrogy H is alsogivenfor every
consideredtase.

No. EConR EConL

lead. || Lur | Liacr | Lr Lur | Liger L
3 1.01 7.94 8.95 1.03 7.88 8.92
4 1.10 | 1158 | 12.68 | 1.12 | 11.53 | 12.65
7 1.31 | 13.37 | 14.68| 1.69 | 12.96 | 14.65
8 1.76 | 14.43 | 16.19 1.90 | 14.31 | 16.21

Table 3. Codelengthdistribution betweenthe classindex and
the positionof codevectorswithin a classfor theentropy coding
with partitioningon norms(R) andon leadergL) for Gaussian
data.

caseof Laplaciandata. Fromthe resultsof Table4 the canoni-
cal Huffman codingof lattice codevectorsis the bestmethodin
termsof averagecode-length.

As it wasexpecteda definitewinnermethodwithin the par
titioning entrogy codingmethodscannotbeindicated.

With respecto the memoryrequirementshethreemethods
are comparablesincefor the partitioning methodstwo integer
tablesmustbe stored: onefor the Huffman coding of the class
index sequencanda secondonefor the numberof bits needed
for thefixedrateencodingof the codevectorspositionswithin a
class.

4.3. LSF quantization using MSLVQ with spherical trunca-
tion of thelattice D1o

The LPC parametersire extractedfrom the input speechsignal
andtransmittedn orderto reconstructat the decodeithe short-

No. H CHC | ECR | ECL | Enum.
lead. Ly Lgr L coding
3 757 | 764 | 8.95 | 8.92 8
4 11.77 | 11.82 | 12.68 | 12.65 12
7 14.20 | 14.27 | 14.68 | 14.65 15
8 15.66 | 15.72 | 16.19| 16.21 16

Table 4. Comparisorof canonicaHuffman coding(CHC) with

entrofy codingwith partitioningof lattice codevectorson norms
(ECR) and on leaders(ECL) for differentsizesof a spherical
LVQ on Gaussiandata. For the two latter methodsthe best
achievableaveragecode-lengthi{equation(3)) is consideredThe
entrofy H is alsogivenfor every consideredase.



term spectralervelopeof the decodedsignal. The LPC param-
etersarethe coeficientsof the p-th orderpredictionpolynomial
A(z), obtainedby applyingthe Levinsonalgorithmto aframeof
speectsignal. At the decoderthe decodedexcitationis filtered
by the all-pole filter H(z) = 1/A(z). The orderof A(z) is
commonlytakenp = 10. The LPC parametersretransformed
into an equivalent set, the line spectrumpairs (LSF) andtheir
guantizedvaluesaretransmittedto therecever. The procesof
quantizingthefilter parameterso a finite numberof bits/frame
is referredto asLPC quantization.

Thespectraldistortionis oftenusedasanobjective measure
of theencodingperformance:

10 /7 ' . ' 2 1/2
SD = {? / [logmAn(e“)P—logm |An<ef‘°>|2] dw}
0
@

whereSDis givenin dB, A, (z) and A, (z) arethepredictorsof
then — th speechiframewithout andwith quantizatiorrespec-
tively.

We experimentedthe predictve multiple-scalelattice VQ
[4] for thequantizatiorof LPC parameterdhy utilizing thesame
LPC computationprocedureusedin G.729codec[8]. There,a
10-thorderLPC analysisvith 10 msanalysiframeis employed,
basedon the auto-correlatiormethodand the use of a 30 ms
Hammingwindow. 4 copiesof the sametruncatedattice Do
areusedin theMSLVQ structure.The4 scalesareoptimizedon
115006framesusing an empiric optimizationmethod[5]. The
probabilitiesof the codevectorsare estimatedusingthe speech
datafrom TIMIT training set(1417087frames). As the num-
ber of codevectors(consideredndividually for every scale)is
857617, ,not every codevrectoris necessarlghosenn the quan-
tization process.Thusto estimatethe probability of eachcode-
vectorthe averageover eachleaderclassis consideredAs the 4
scalesarenot equiprobablethe rankingof the codevectorswith
respectotheirprobabilityfor eachof thescaledliffer. Therefore
for theindexing methodneededor the canonicaHuffman cod-
ing the tablebase_index_table mustbe 4 timesbigger (which
meandn our caseb2 integersinsteadof 13 integers). The com-
parisonbetweerthe entrojy codingmethodss presentedn Ta-
ble 5. As we no longer have a uniform quantizerdue to the
MSLVQ structure the gainwith respecto thefixed ratecoding
code-lengthis smaller The canonicaHuffman permitsthe gain
of abouta bit. Thereare 13 distinct code-lengthsvhich means
that for entrofy codingof the lattice codevectorsa table of 13
integersis neededvhich is nearlyinsignificant. As for the per
formanceof the methodin termsof ratedistortionfor the LPC
guantizatiorwe have obtainedameanspectradistortionof 0.98
dB for arateof 19.11bits which is betterthatthe variablerate
LPC quantizatiorproposedn [9] wherea spectrabistortionbe-
low 1 dB wasobtainedfor 20 bits. As anadditionalobsenration,
thevariableratecodingwould permitadynamicallocationof the
bits betweerthe LSF coeficientsquantizatiorandthe codingof
the excitation.

5. CONCLUSION

We have presentedn this papertwo novel methodsfor entropy
codingof latticecodevectors.Thefirst oneis a particularcaseof
the entrofy coding methodsusing codevectorspartitioningand
its performancaes similar to otherequivalentmethods.The sec-
ond methodis basedon the canonicalHuffman coding, whose
reducednemoryrequirementandlow computatiorcompleity

Zeroorderentrofy | 19.08bits
CHC 19.11 bits
EConnorms 19.75bits
EConleaders 19.54bits
Enum.coding 20.00bits

Table 5. Averagecodelengthfor differentmethodsof entropy
codingfor lattice codevectorsof a MSLVQ structurecontaining
4 copiesof a lattice truncatedup to the 13" sphericalleader
(857617coderectors). Themeanspectraldistortionis 0.98dB.

areassuredy a suitably chosenindexing methodof the code-
vectorsthatwe propose We have comparedur entrogy coding
methodswith onepreviously presentedn theliterature.There-
sultsarepresentedor artificial LaplacianandGaussiardataas
well asfor LSF parametersf speectsignals. The memoryand
computatiorrequirementsresimilar but the bestaveragecode-
lengthis obtainedwith the canonicalHuffman coding. In the
caseof LSF quantizatiorthemultiple scaldlatticeVQ (MSLVQ)
is usedfor quantizationwhich reducessomeavhattherategain
comparedvith thefixedratecase but alsoallows a dynamical-
locationof thebitsin thewholespeecttodingschemendhasa
betterperformanceén termsof rate-distortiorthanothervariable
ratemethodsproposedn theliteraturefor LSF quantization.
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