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ABSTRACT

In this paper, a procedure is described for the spatiotem-
poral segmentation and tracking of objects in colour image
sequences. For this purpose, we propose the novel proce-
dure of K-Means with connectivity constraint algorithm as a
general segmentation algorithm combining several types of
information including colour, motion and compactness. A
new colour distance is also defined for this algorithm. The
regularisation parameters are evaluated automatically using
the min-max criterion. In this algorithm, the use of spa-
tiotemporal regions is introduced since a number of frames
is analyzed simultaneously and as a result the same region is
present in consequent frames. Experimental results on real
and synthetic colour data demonstrate the performance of
the data.

1. INTRODUCTION

Digital video is an integral part of many newly emerging
multimedia applications. New video coding standards, such
as MPEG-4 and MPEG-7, do not concentrate only on ef-
ficient compression methods but also on providing better
ways to represent, integrate and exchange visual informa-
tion [1]. These efforts aim to provide the user with greater
flexibility for “content-based” access and manipulation of
multimedia data. Although the standards will provide the
needed functionalities in order to compose, manipulate and
transmit the “content-based” information, the production of
these objects is out of the scope of the standards and is left
to the content developer. Thus, the success of any content-
based approach depends largely on the segmentation of the
scene based on its image contents.

Segmentation methods for 2D images may be divided
primarily into region-based and boundary-based methods
[2, 3]. Region-based approaches [4] rely on the homogene-
ity of spatially localised features such as gray level intensity,
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texture and motion. Region-growing and split and merge
techniques also belong to the same category. On the other
hand, boundary-based methods use primarily gradient infor-
mation to locate object boundaries. Segmentation of colour
images has received significant attention from researchers
because of the large amount of information contained in
colour images. The clustering-based techniques for colour
image segmentation normally choose theRGB space as the
feature space. A few methods use colour spaces other than
the RGB; for instance, the CIE L�a�b� colour space is pre-
ferred in [5].

The K-Means algorithm (also known as C-Means), orig-
inally devised by McQueen [6], is a classic clustering tech-
nique, which has in particular provided a solid basis for
multispectral clustering. In this paper, a novel procedure
for the segmentation of colour image sequences using both
spatial and temporal information is presented. As a ba-
sis for the segmentation algorithm, the K-Means algorithm
is used, modified so as to take into account the coherence
of the regions. The regularisation parameters of this novel
“K-Means with Connectivity Constraint” (KMC) algorithm
are evaluated automatically using the min-max criterion [7].
The L�a�b� colour space is used, which is related to the
CIE 1931 XYZ standard observer through a nonlinear trans-
formation. The L�a�b� is a suitable choice because it is a
perceptually equalised colour space, i.e. the numerical dis-
tance in this space is proportional to the perceived colour
difference. The algorithm is extended so as to separate and
track regions appearing in consequent frames of an image
sequence. The methodology proposed here is similar to that
proposed in [8] and thus differs significantly from that, most
common in the literature, where an image is first separated
into regions which are then tracked through time. In the
proposed approach, a number of consequent frames of the
image sequence are analyzed simultaneously in order to seg-
ment the images into regions. This higher order segmen-
tation implicitly solves the problem of correspondence of
objects between consequent frames.

The paper is organised as follows. In the following Sec-
tion the K-Means with connectivity constraint is described.



In Section 3 the use of the min-max criterion is discussed
for the automatic evaluation of the segmentation regulari-
sation parameters. The final spatiotemporal segmentation
algorithm is presented in Section 4. Experimental results
evaluating the performance of the algorithm are given in
Section 5.

2. THE K-MEANS WITH CONNECTIVITY
CONSTRAINT ALGORITHM

Clustering based on the K-Means algorithm is a widely used
region segmentation method [9] which, however tends to
produce unconnected regions. This is due to the propen-
sity of the classical K-Means algorithm to ignore spatial in-
formation about the intensity values in an image, since it
only takes into account the global intensity or colour infor-
mation. In order to alleviate this problem, we propose the
use of an extended K-Means algorithm: the K-Means-with-
connectivity-constraint algorithm. In this algorithm the spa-
tial proximity of each region is also taken into account by
defining a new spatial center for the K-Means algorithm.
For this algorithm, as in [5], we use L�a�b� colour space
for colour distance definition.

� Step 1 An initialisation procedure based on colour
histogram analysis results in K initial regions, with
colour centers �Ik, where �Ik = (�IL;k; �Ia;k; �Ib;k), and
spatial centers �Sk = ( �Sk;x; �Sk;y), k = 1; : : : ;K.

� Step 2 For every pixel p = (x; y) the colour differ-
ences are evaluated between center and pixel colours
as well as the distances between p and �Sk and v(p)
and �vk, where v(p) are the motion parameters of
each pixel, estimated by a motion estimation proce-
dure. The motion estimation strategy we adopted for
this algorithm is based on traditional block motion es-
timation techniques [10]. A generalised distance of a
pixel p from a region sk is defined as follows:

D(p; k) =
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where�I ; �V ; �S are the standard deviations of colour,
motion and spatial distance, respectively and �1; �2; �3
are regularisation parameters. The colour distance be-
tween a pixel and a colour center is defined as:

kI(p)� �Ikk =q
(IL � �IL;k)2 + (Ia � �Ia;k)2 + (Ib � �Ib;k)2

The area of each region Ak is defined by Ak = Mk,
where Mk is the number of pixels assigned to sk and
the mean area of all regions �A = 1

K

PK

k=1 Ak. For

the first iteration it is assumed that �2 = 0 and that
Ak = �A. Normalisation of the spatial distance, kp�
�Skk by division with the area of each region,

�A
Ak

is
used in order to encourage the creation of large con-
nected regions; otherwise, pixels with similar colour
and motion values with those of a large region may
be assigned to separate neighbouring smaller regions.
If jD(p; i)j < jD(p; k)j for all k 6= i, p = (x; y) is
assigned to region si.

� Step 3 Following the new subdivision, all centers are
recalculated. If Mk elements are assigned to sk then
�Ik is

�Ik =
1

Mk

MkX
m=1

I(pkm) ; (1)

and

�Sk;x =
1

Mk

MkX
m=1

pkm;x;
�Sk;y =

1

Mk

MkX
m=1

pkm;y; (2)

where pk = (pkx; p
k
y), and the motion centers �vk =

(�vk;x; �vk;y) are defined by
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� Step 4 If the difference between the new and the old
centers �Il, �Sl and �vl is below a threshold then goto
Step 5, else goto Step 2 using the new colour, motion
and spatial centers.

� Step 5 Due the connectivity constraint, a uniform re-
gion may be separated into a number of smaller re-
gions. A very simple region merging algorithm suf-
fices for the extraction of the final regions.

An example of the segmentation procedure is shown in
Fig. 1. Fig. 1a shows the original image of the videocon-
ference sequence “Claire” of size 176� 144. Fig. 1b shows
the result of the KM algorithm. The result of the KMC algo-
rithm (Step 4 of the algorithm) is in Fig. 1c. Fig. 1d shows
the final segmentation after only four iterations.

3. SELECTION OF THE REGULARISATION
PARAMETERS

The segmentation procedure described in Section 2 produces
a segmentationS� by assigning each pixel of the foreground
object to one of the L regions sl, l = 1; : : : ; L. This seg-
mentation minimises the following energy function [11]:

E(S;� ) =

LX
l=1

X
p2sl

�
T
D(p; l); (4)



(a) (b)

(c) (d)

Fig. 1. (a) Original image “Claire”. (b) Result of the KM
algorithm. (c) Result of the KMC algorithm. (d) The final
segmentation after only four iterations.
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Clearly, the final segmentation depends on the regularisa-
tion parameter � . In our case, setting �1 � �2 empha-
sises the importance of colour information and encourages
the production of many unconnected regions. By contrast,
when setting �2 � �1, regions with similar motion are cre-
ated. In both cases, if �1 + �2 � �3 the segmentation re-
sults in a partition of L connected regions regardless of the
colour or motion information. The weight factor � must
be constrained, because otherwise, as � increases without
limit, so does the energy E(S;� ). Thus we set k� k = 1.

This parameter may be chosen heuristically or by using
a priori knowledge. Alternately, the min-max criterion [7]
can be used for automatically evaluating the best � . This
criterion is based on the assumption that in situations with
conflicting alternatives, the most rational strategy is the one
aiming to minimise the maximum possible losses. Thus,
the function is minimised over all possible combinations of
weight values and the min-max criterion selects the com-
bination producing the maximum of these minima. In this
case, the application of the min-max criterion gives:

E(S�;�
�
) � E(S�;� ) if k� k = 1; � 6= �

�

E(S�;�
�
) � E(S;�

�
) if S 6= S

�

4. SPATIOTEMPORAL SEGMENTATION

The segmentation procedure along with the selection of the
regularisation parameters described above can be easily ex-
tended so as to separate and track regions appearing in con-
sequent frames of an image sequence. The methodology
proposed here differs from that, most common in the lit-
erature, where an image is first separated into regions and
then these regions are tracked through time. In the proposed
approach, a number of consequent frames of the image se-
quence are analyzed simultaneously in order to segment the
images into regions.

If a small number T of consequent frames is used, it is
reasonable to assume that the region colour remain substan-
tially the same and hence that their colour centers �Ik are in-
dependent of time. In this way, region sk is composed of all
pixels pkt from T consequent frames. The KMC algorithm
presented in Section 2 can be applied for a number of frames
using the generalised distance D(pt; k); t = 1; : : : ; T and
the colour centers:

�Ik =
1

Mk

MkX
m=1

I(pkm;t);

where pkm;t are all pixels belonging to region sk at time t. A
similar assumption of independence of time for the spatial
and motion centers cannot be made, since the region may
move or move with varying velocity from frame to frame.
Thus,

�Sk;t =
1

Mk

MkX
m=1

pkm;t;

where only the pixels belonging to region k at frame t con-
tribute to the estimation of the spatial center of subobject k
at frame t. Similarly
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The energy measure (4) to be minimised becomes
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A temporal component labeling algorithm is performed
at Step 3 of the algorithm and the connectivity is now checked
in three dimensions; x, y and time t. The algorithm pro-
duces connected regions appearing in consequent frames.



5. EXPERIMENTAL RESULTS

The algorithm described above was tested for the segmen-
tation a synthetic colour test image (Fig. 2a) The synthetic
image contains regions with very similar shades of the blue
colour corrupted by Gaussian noise, making the automatic
segmentation a challenging task. The algorithm was per-
formed for one frame only, without any motion information
in order to segment the static colour images. The segmenta-
tion result can be seen in Fig. 2b.

The algorithm described above was also used for the
segmentation of the general image sequences “Table Ten-
nis”. The original image can be seen in Fig. 2c. The K-
Means with connectivity constraint algorithm was applied
in order to segment the sequences into meaningful regions.
The segmentation results for the first three frames are shown
in Fig. 2d-f. By merging regions with significant motion,
moving objects are detected. The results for the first two
frames are shown in Fig. 2g-h.
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Fig. 2. (a) Synthetic test image. (b) Segmented image. (c)
Original “Table Tennis” image. (d)-(f) Segmented frames.
(g)-(h) Separation of moving objects.


