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ABSTRACT

This paper presents a model-based method for the enhance-
ment of multi-channel speech acquired under reverberant condi-
tions. A very coarse estimate of the channel responses associated
with each source-microphone pair is derived directly from the re-
ceived data on a short-term basis. These estimates are employed
to modify the LLPC residuals of the channel data in an effort to
deemphasize the effects of reverberant energy in the resulting syn-
thesized signal. The approach is robust to conditions of partial and
approximate channel information. Specifically, the incorporated
channel model requires only approximate times and amplitudes of
the initial multi-path reflections. In practice these impulses are re-
sponsible for the bulk of reverberant energy in the received speech
signal and can be estimated to a sufficient degree on a time-varying
basis.

1. INTRODUCTION

In recent years, microphone arrays have seen increasing applica-
tion for the acquisition of speech in hands-free, distant-talker sce-
narios. A major distinction between these situations and the typ-
ical close-talker environment is the presence of significant room
reverberation effects, the removal of which has proven to be a very
difficult problem.

Reverberant distortion effects are convolutional and highly non-
stationary. Multi-channel processing methods which are primarily
oriented toward reducing the contributions of uncorrelated inter-
fering sources and additive noise are of limited utility. To some
degree, the signal averaging associated with beamforming is effec-
tive at attenuating long term echoes which tend to be uncorrelated
across channels, but does little to reduce short term effects.

A number of approaches have been developed to identify the
reverberant channel effects in some form and compensate for them.
These include cepstral processing [1], matched filtering [2], and
adaptive sub-space filtering [3]. However, the channel responses
in even the simplest practical enclosure are very sophisticated and
quickly time-varying. Motion as little as a few centimeters or a
talker turning his or her head is frequently sufficient to compro-
mise the behavior of these schemes [4].

In our prior work [5, 6, 7, 8], we have utilized a general strat-
egy which emphasizes the incorporation of explicit speech mod-
eling into the microphone array processing. By exploiting knowl-
edge of the desired signal’s attributes, this approach is capable of

This work was funded by National Science Foundation CAREER
grant CCR-9983839.

suppressing the deleterious effects of both reverberations and addi-
tive noise without explicitly identifying the channel and is adaptive
on a frame by frame basis. In this work, we go a step further and
include a very coarse model of the reverberant channels. While
methods which perform some form of inverse filtering are very
sensitive to the precision of the channel estimates, the approach
taken here is robust to conditions of partial and approximate chan-
nel information. Specifically, the incorporated channel model re-
quires only approximate times and amplitudes of the initial multi-
path reflections. In practice these impulses are responsible for the
bulk of reverberant energy in the received speech signal and can
be estimated to a sufficient degree on a time-varying basis.

The next section outlines the model-based approach for multi-
channel speech dereverberation. Methods for estimating the chan-
nel responses and using this information to enhance the speech are
detailed. Section 3 presents some illustrations of the procedure
and its results while Section 4 offers some conclusions.

2. SPEECH DEREVERBERATION ALGORITHM

A general model for speech production involves an impulse or
noiselike signal exciting an all-pole filter. The proposed algorithm
relies on the assumption that the detrimental effects of additive
noise and reverberations introduce only zeros into the overall sys-
tem and will primarily affect only the nature of the speech exci-
tation sequence, not the all-pole filter. It is also assumed that the
noise and errant impulses contributed to the excitation sequences
are relatively uncorrelated across the individual channels, while
the excitation impulses due to the original speech are invariant to
the environmental effects.

Using this time-domain model for speech production, the ap-
proach is to identify the clean speech excitation sequence from a
set of corrupted excitation signals and then reconstruct the speech
with only the enhanced sequence. This method was applied in [6]
using the LPC residual derived from I microphone channels. The
excitation signals of the clean speech were identified through a
pitch-synchronous clustering criterion. In [7, 8] the estimation of
the residual impulses was carried out more effectively by employ-
ing a class of wavelets to decompose the LPC residuals. By lo-
cating the extrema which are well clustered across all channels, it
was possible to capture the underlying impulsive structure of the
original non-reverberant speech. We now show how a coarse es-
timate of the individual channel responses may be used to derive

the clean speech excitation signal.
h

The reverberant speech signal, ¢;[n], observed at the z't mi-
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Fig. 1. Speech dereverberation algorithm for each channel (top)
and ensuing weighted beamforming technique (bottom).

crophone (£ = 1,2, ... ,I) can be modeled as:
zi[n] = hs[n] * s[n] + uin] (D)

where s[n] is the clean speech signal, u;[n] represents ambient
noise uncorrelated with the desired speech, and h;[n] is the room

impulse response for the speech source relative to the z'th micro-
phone. Our main objectives are to first estimate the individual
channel responses, h;[n], and then to use these estimates to ob-
tain an enhanced speech signal estimate, 5[n].

The dereverberation algorithm is outlined in Figure 1. Using
a 30ms half-overlapping analysis window, the time-aligned and
power-equalized channel signals are individually whitened with a

13th order inverse LPC filter. This produces a set of I residual sig-
nals, r;[n], which are then modulated by the results of a matched
filtering based operation in an effort to deemphasize those portions
which are due to noise and reverberation. The enhanced residual
signals, 7;[n], are then passed through the appropriate LPC filter to
produce an enhanced signal for the given channel, &;[n]. Finally,
these enhanced channel signals are combined via a beamforming
procedure, as shown in Figure 1, to produce a final estimate of
the desired speech, §[n]. Details of the channel estimation and
matched filtering based weighting procedures are given below.

2.1. Channel Estimation

For a given source/microphone combination, the impulse response
of the acoustic channel generally resembles a noise-like set of im-
pulses with amplitude modulated by a decaying exponential. The
rate of decay is roughly determined by the reverberation time of
the environment. The direct path of the source corresponds to the
initial impulse. It is followed by a set of increasingly delayed and
attenuated impulses which are the result of one or more reflec-
tions from the enclosure surfaces. The Allen and Berkley image
model technique [9] provides a means of simulating these impulse
responses for simple room geometries and surfaces. We now il-
lustrate a means for deriving a short-term estimate of the channel
impulse responses using only the available microphone array data.

Assuming the image model is appropriate, the impulse re-
sponse of channel ¢ after time-delay compensation and normal-
ization consists of an initial impulse representing the direct path

and a set of delayed and attenuated impulses corresponding to the
multipath reflections, i.e.:

hi[n] = é[n] + Z a;1d[n — ny] @)
1

and has the Fourier Transform:

Hiw) = 1+ Zaile_jwn“ 214 R;(w)
7

where R;(w) is the response due to room reverberations.

We now make use of the Phase Transform (PHAT) version
of the generalized cross-correlation function [10] to estimate the
initial multipath components of the individual channel responses.
The PHAT produces the cross-correlation of two input signals us-
ing only phase information derived from their respective power
spectra. This phase-only procedure has the effect of whitening the
data and emphasizing primarily the channel effects. The PHAT has
a peak at the relative time delay of the two signals. This is typically
used for estimating time-delay of arrival information. However, in
practice, the function also includes a number of other peaks result-
ing from interactions between the reverberant impulses of the two
channels. Using these additional local maxima judiciously, it is
possible to evaluate information for the channel itself.

The phase transform of two observed signals ;[n] and z;[n]

is computed from:
_ Xi(w)X)'k(w)
i Lj, F 1{7]}
$lzi, 25, ) ()1 ()]

Using X;(w) = H;(w)S(w) + U;(w), ignoring the effects of the
additive noise, and assuming that the channel responses are spec-
trally flat leads to:

¢{zi,zj,n} = F{H(w)H;(w)}
= F'{1+Riw)+ R;(w) + Ri(w)Rj (w)}.

We can now average this result over all channels j # ¢ for a fixed
channel ¢ to obtain:

&{"1"27"} = I—il Z¢{$i7$j7n}
J#
= hiln] + 722 7Y (B (@) + Ri(w)R; ()}
J#

which is composed of the desired impulse response, h;[n], and at-
tenuated versions of the time-reversed responses of the remaining
channels as well as a number of attenuated cross terms. This sug-
gests that the predominant peaks of &{xz, n} will correspond to
the multipath impulses of channel ¢. In practice, we approximate
h;[n] from a clipped version of ¢{zi,n}.

The above procedure generates an independent estimate of the
channel responses for each analysis frame. Assuming a very stable
source and acoustic environment, the accuracy of the estimate can
be increased by averaging over multiple analysis frames.

2.2. Matched Filtering-Based Weighting

We now show how the coarse estimate of the individual channel
responses detailed above may be used to derive the clean speech
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Fig. 2. Top view of the simulated room with microphone and
source locations/orientations.
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Fig. 3. Results of channel estimation procedure.

excitation signal. The channel residuals, r;[n], are noiselike in na-
ture, roughly consisting of a set of seemingly random impulses.
A matched filtering process is employed to identify which of these
impulses are likely to have been present as part of the clean speech’s
excitation sequence.

The procedure is motivated by the observation that each im-
pulse in the clean speech excitation is manifested in the residuals
as a shifted and scaled version of the appropriate channel impulse
response. The individual channel residuals are filtered with m;[n],
a sequence constructed from a time reversed and normalized ver-
sion of the channel estimate with the initial impulse at time n = 0
removed, i.e.

h[—n] — h[0)4[n]
22 [R[n]| = [R[0]]

Accordingly, any impulse in the residual corresponding to a rel-
atively large value in this matched filter result is deemed to have
been present in the clean speech excitation. A small value is in-
dicative of impulsive energy due to reverberation effects. The
modified residual, #;[n], is then generated by multiplying the re-
verberant residual on a sample-by-sample basis by a weighting

my[n] =
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Fig. 4. Comparison of the clean speech residual (top), reverber-
ant channel residual (middle), and the residual resulting from pro-
posed algorithm (bottom).

function set proportional to the matched filter result. Specifically,
Pi[n] = (Imi[n] * rs[n])* ri[n]

where @ = 1 is typical.

3. RESULTS

The results in this section are based on a room with a reverbera-
tion time of 100ms simulated using the image model technique [9].
Figure 2 shows a top view of the 4 X 4 X 3 meters enclosure. There
are 15 microphones uniformly spaced in a linear array along one
wall at a height of 1.5m. The source was located 3m from the ar-
ray and displaced 1m from the center of the room at a location of
(z,y,2) = (1,3, 1.5). Both the microphones and source are mod-
eled with cardioid reception/radiation patterns. Their orientation
angles are indicated in the figure.

Figure 3 shows the result of the channel estimation procedure
for a single channel. The top plot shows the entire simulated chan-
nel response for one microphone. Because all channels were time-
aligned before their estimation, each will have an impulse at time
n = 0 corresponding to the direct path impulse. The remaining
impulses are entirely due to multipath reflections. The bottom plot
compares the channel estimate (solid line) to the actual channel
impulse response (dotted line). The estimate provides a reason-
able approximation for the initial reverberant impulses.

Figure 4 compares the residual signal associated with a 20ms
segment of clean speech to that of the reverberant and enhanced
residuals for a single channel. This is a portion of voiced speech.
The clean residual is dominated by the glottal onset impulses at
roughly 1ms, 10ms, and 18ms. The reverberant residual contains
significant energy throughout the segment. The enhanced resid-
ual has deemphasized those portions of the segment dominated by
reverberation effects. Figure 5 shows the corresponding original
20ms speech segment, the single channel of reverberant speech,
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Fig. 5. Comparison of the clean speech (top), single channel of
reverberant speech (middle), and speech resulting from proposed
algorithm (bottom).

and the enhanced speech signal generated by the proposed algo-
rithm. The enhanced speech clearly represents a marked improve-
ment over its reverberant counterpart over this short-term interval.

Finally, Figure 6 compares the original, reverberant, and en-
hanced speech for a 3s utterance. The visible effect of convolv-
ing the clean speech with the reverberant channel is to introduce a
“smearing” in time. As is apparent from these plots, the enhance-
ment of the speech undoes much of this degradation.

4. CONCLUSION

This paper has presented a method for multi-channel speech dere-
verberation which incorporates a specific model for the reverberant
channels. This represents an extension of our earlier work which
suppressed environmental effects by focusing on the known prop-
erties of the desired speech and without the necessity of any chan-
nel information. While this prior approach is advantageous in that
it obviates the need for any channel estimation, it does not exploit
what limited knowledge of the room impulse responses may be
determined. In this work, we have detailed a means to produce
a coarse estimate of the channel responses on a short-term basis
and demonstrated their utility for speech enhancement. Ideally,
this procedure will be used in conjunction with the speech model-
based enhancement schemes detailed in [7, 8] to effectively com-
bine the knowledge of both the channel and desired speech into a
microphone array context.
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