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ABSTRACT

Concatenative speech synthesis systems attempt to minimize au-
dible signal discontinuities between two successive concatenated
units. An objective distance measure which is able to predict audi-
ble discontinuities is therefore very important, particularly in unit
selection synthesis, for which units are selected from among a
large inventory at run time. In this paper, we describe a perceptual
test to measure the detection rate of concatenation discontinuity by
humans, and then we evaluate 13 different objective distance mea-
sures based on their ability to predict the human results. Criteria
used to classify these distances include the detection rate, the Bhat-
tacharyya measure of separability of two distributions, and Re-
ceiver Operating Characteristic (ROC) curves. Results show that
the Kullback-Leibler distance on power spectra has the higher de-
tection rate followed by the Euclidean distance on Mel-Frequency
Cepstral Coefficients (MFCC).

1. INTRODUCTION

Many speech synthesis systems today are based on non-uniform
unit concatenation. In an effort to minimize audible signal dis-
continuities at the concatenation points, these systems try to select
units from large speech databases in an optimum way [1] [2] [3]-
For instance, in [1], a target cost and a concatenation cost are at-
tributed to each candidate unit. Target cost is calculated as the
weighted sum of the differences between prosodic and phonetic
parameters and contexts of the target and candidate units. Con-
catenation cost is intended to achieve a smooth fit between two
successive acoustic units. It is determined by the weighted sum
of cepstral distance at the point of concatenation and the absolute
differences in log power and fo. The total cost for a sequence of
units is the sum of the target and concatenation costs. Unit selec-
tion is then performed by a Viterbi search for the lowest cost path
through the lattice of candidate units. Recent studies [4] [5] have
attempted to determine which concatenation cost distance mea-
sures are bhest able to predict audible discontinuities. Units that are
predicted to produce audible discontinuities in concatenation will
be assigned higher concatenation costs, and thus they will be less
likely selected.

Distance measures have many applications in other speech
technologies. For speech coding, they are applied in the design
of vector quantization algorithms and as objective measures of
speech quality [6]. In speech and speaker recognition, measuring
the spectral difference between two speech patterns is used to com-
pare patterns and make similarity decisions [7]. A study compar-
ing several distance measures, primarily for the above speech tech-
nologies, was conducted by Gray and Markel [8]. The best perfor-
mance was obtained with the Root-Mean-Squared Log Spectral

Distance. Nocerino et al. [9] found that perceptually motivated
warped frequency scales (such as Mel and Bark scales) did not
improve the performances of speech recognition systems, while
Hermansky and Junqua [10] found the opposite. Currently, the
most widely used distance in speech recognition is the Euclidean
distance between MFCCs.

Motivated by speech recognition methods, some speech syn-
thesis unit selection algorithms [1] and optimal join algorithms [11]
use the Euclidean distance between MFCCs. However, because of
the differing objectives of speech synthesis and speech recogni-
tion or coding, a perceptual evaluation of distance measures for
concatenative speech synthesis and their ability to predict audi-
ble discontinuities have been investigated recently. Klabbers and
Veldhuis [4] found that the Kullback-Leibler distance [12] on LPC
power spectra was the best predictor of discontinuities. Wouters
and Macon [5] found that the Euclidean distance on mel-scale
LPC-based cepstral coefficients was a good predictor.

In this paper, we present a psychoacoustic experiment on the
detection of signal discontinuities by humans in our speech database
of a female voice and an evaluation, based on these perceptual
data, of several measures of spectral distance. We conducted a
two-part experiment. The first phase was a psychoacoustic exper-
iment on listeners’ detection of concatenation discontinuities in a
large number of test words generated by concatenative synthesis.
In the second phase, we compared concatenation cost estimates de-
rived from various algorithms with the listeners’ detection results.
Since concatenation costs are intended to estimate the perceptual
salience of concatenation discontinuities, our experiment consti-
tutes a rigorous evaluation of the validity of various concatenation
cost algorithms used for unit selection in text-to-speech synthesis.

The paper is organized as follows. Section 2 describes the
perceptual experiment is described. In Section 3 we present the
feature representations and the distances that were compared. Re-
sults from the perceptual experiment and an evaluation of various
distance measures are presented in Section 4. A summary and a
discussion of the obtained results and of future work concludes
the paper.

2. PERCEPTUAL EXPERIMENT

2.1. Test Stimuli

A set of 2016 monosyllabic test words were generated by concate-
native synthesis using an acoustic inventory of recordings from
one adult female speaker. An experimental version of the AT&T
Next-Generation text-to-speech (TTS) synthesizer [3] was used to
synthesize the test stimuli. AT&T’s TTS system is based on an
extension of the unit selection algorithm of the CHATR synthe-



sis system [1], and it is implemented within the framework of the
Festival Speech Synthesis System [13].

The acoustic inventory used for synthesis consisted entirely
of recordings of the 336 monosyllabic test words that constitute
the Modified Rhyme Test (MRT)[14][15][16], a standard test of
speech intelligibility [17]. The MRT is composed of 56 sets of 6
similar words. The 6 words within a set differ by either the initial
consonant(s) (such as “book, took, shook, cook, hook, look™) or
the final consonant(s) (such as“dent, bent, went, tent, rent, sent”),
and all words in a set contain the same vowel nucleus. A restricted
domain voice was built with the MRT inventory for the AT&T TTS
system.

The 2016 synthetic test words were synthesized by concatena-
tion of selected portions of the 336 recorded words contained in the
acoustic inventory. Each recorded word in the inventory was es-
sentially divided into two parts, its initial and final halves. The ini-
tial half consisted of the word-initial consonant(s) and the first half
of the vowel nucleus. The second half consisted of the second half
of the vowel nucleus and the word-final consonant(s). For each of
the 56 6-word sets, 36 test stimuli were synthesized. All possible
combinations of the 6 initial halves and 6 final halves within a set
were concatenated to generate 36 synthetic test words. Of the 36
test words synthesized from each 6-word set, 30 combined the first
half of a word with the second half of a different word, and these
30 test words had the potential of containing detectable concate-
nation discontinuities. Six of the 36 test words synthesized per set
were resynthesized versions of the first and second halves of the
same word, and they would be expected to contain no detectable
concatenation discontinuities.

An extremely simple concatenation method was used by the
synthesizer to concatenate the first and second halves of words at
approximately the mid-point of the vowel. Using the raw wave-
forms, the concatenation point was determined by a minimum in
the cross-correlation function calculated over a narrow window
around the vowel mid-points. In this way, concatenation discon-
tinuities due simply to arbitrary abutment of the two halves was
avoided, and pitch period continuity was maintained.

2.2. Perceptual Test Procedure

The listening test followed a simple single interval forced choice
(Yes/No) signal detection paradigm [18] commonly used in psy-
choacoustic experiments. After hearing a test stimulus, a listener
reported whether or not (s)he heard a concatenation discontinuity.
Each stimulus was presented once per listener. The entire test bat-
tery was divided into a series of subtests; each subtest contained
72 test stimuli and normally took under 10 minutes to complete.
Each listener received a different randomization of the stimuli in a
subtest. Typically, a listener would participate in no more than one
subtest a day. Written instructions to listeners and one example
of a stimulus for each response type (a detectable concatenation
discontinuity and no discontinuity) were provided at the beginning
of a subtest. Listeners were automatically prompted if they did
not complete any part of the subtest, and their complete response
record was stored in a log file identifiable by listener and subtest.
Listening tests were web-based and interactive. Listeners nor-
mally took the tests from workstations or PCs in their quiet pri-
vate walled offices using the relatively high quality audio equip-
ment normally available there. Listeners initiated the presenta-
tion of each stimulus by clicking an icon. Concatenation detection
responses were made by clicking one of two radio buttons (one

indicating that a discontinuity was detected, and the other, that
no discontinuity was detected). Listeners were encouraged to use
headphones, and the large majority indicated that they did so. The
volume was adjusted to suit their individual preferences. Stimuli
were sampled at 16 kHz.

2.3. Listeners

Sixteen adult volunteer listeners participated in at least one lis-
tening subtest. The average number of subtests per listener was
10. All listeners were employees or contractors working at AT&T
Labs Research. They represented diverse language backgrounds,
since native language was not considered relevant for the auditory
task of detecting concatenation discontinuities. The hit rate, false
alarm rate, and d' [18] (an index of detectability) per subtest were
monitored for each listener. Rarely (5% of the time), a listener’s
responses were rejected for a particular subtest if their d’ score was
substantially lower than the other listeners’ d’' scores for that sub-
test. There were at least five acceptable listeners for every stimulus
word in the test set, and the average was 5.9 acceptable listeners
per stimulus. There were 11,808 total acceptable observations in
the entire listening test.

3. SPECTRAL DISTANCE MEASURES

The distance measures used in this paper were the following:

1. The Euclidean distance between Log Power Spectra com-
puted from a) FFT (D1), b) LPC (D2) and c) Perceptual
Linear Prediction, PLP [19], (D3).

2. The Euclidean distance between Line Spectrum Frequen-
cies (LSFs) computed from a) LPC (D4) and b) PLP (D5).

3. The Weighted Euclidean distance between cepstral coeffi-
cients computed from a) LPC (D6) and b) PLP (D7).

4. The Euclidean distance between Mel-Frequency Cepstral
Coefficients (MFCC) (D8).

5. The Kullback-Leibler distance between Power Spectra com-
puted from a) FFT (D9), b) LPC (D10) and c) PLP (D11).

6. The Kullback-Leibler distance between LSFs computed from
a) LPC (D12) and b) PLP (D13).

We tested various other features and distances with less interesting
results than the ones listed in the paper. For example, we tested
the sine parameters (arcsin(k;), where k; are the reflection coef-
ficients) and the Log Area parameters. Other distances were the
Cosh distance, the Itakura-Saito 1 and 2, and the ltakura distance.
The Kullback-Leibler distance (Dx1.) is used to compute the dis-
tance (or divergence) between two probability distributions. Here
we use it in a way similar to [4]; for instance, if P(w) and Q(w)
are two power normalized spectra, then D, is defined as:

D= [(P@) - Qg g de @

The weights for the cepstral coefficients obtained from LPC
(LPCC) were the warping parameters given in [7] (Table 4.3, p.189)
which warp the linear frequency scale to Bark scale. The weights
for cepstral coefficients obtained from PLP (PLPCC) were an ex-
ponential cepstral lifter, as described in [10]; this is to weight each
cepstral coefficient, ¢;, with 7°, where s was set to 2.0 [10] (oth-
erwise refered to as group delay distortion measure). The MFCC



were computed in the way described in [7] (pp. 186-189). The
first cepstral coefficient from all the cepstral formats (i.e., MFCC,
LPCC and PLPCC) was excluded from the distance calculation.
The order of LPCC and MFCC was 20 while the order of PLPCC
was 5. For each unit, one speech frame of 40ms. at the con-
catenation point was obtained and an FFT of size 1024 was com-
puted. All speech frames were normalized before any transforma-
tion ((i.e., LPC, FFT, etc.) was applied. The distances (D1-D13)
were only computed for test words in which the first and second
halves were taken from different words, since in the case of con-
catenated halves of the same word, these distances are either zero
or not defined (Dx1).

The evaluation of the distance measures was based on three
criteria:

1. The detection rate, Pp, when the false alarm rate, Pr 4 was
set to 5%.

2. The Bhattacharyya distance, B4[20]:
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which is a measure of the separability of two distributions
(not necessarily for normal only distributions).

3. The Receiver Operating Characteristic (ROC) curve

For each distance measure, Dz, two probability density func-
tions, p(Dz|0) and p(Dz|1) were computed depending on the re-
sults from the perceptual test; if the synthetic sentence was per-
ceived as continuous (0) or discontinuous (1) by the listeners. Then
the detection rate for that distance, Dz, is computed as:

Pp(y) = / p(Dz|1)dDz ©)
ol
where +y is defined by:
Pra(y) = / p(Dz|0)dDz = 0.05 4)
v

A plot of pairs {Pp(v), Pra(vy)} for all values of + constitutes
an ROC curve.

4. RESULTS

4.1. Perceptual Test Results

Pooling all the acceptable listeners’ responses, the group correct
detection rate was 61.4% and the false alarm rate (the incorrect
detection rate for test words concatenated from the first and sec-
ond halves of the same word) was 6.1%. These results yield a d’
score of 1.83, representing overall human perceptual performance.
Note that the nature of the detection test was somewhat different
for evaluating the distance algorithms than it was for humans. For
the purposes of the distance measure evaluation, the human de-
tection rate defined whether a test word did or did not contain an
audible discontinuity. That is, the 61.4% detection rate by human
listeners was equivalent to a 100% detection rate by the algorithms.
The 38.6% of test words concatenated from different words but for
which listeners could not detect discontinuities were used to deter-
mine false alarm statistics for algorithm evaluation.

4.2. Evaluation of Concatenation Cost Estimation Algorithms

In Table 1 the evaluation of the distance measures by the first two
criteria (Pp and By) is reported. The distances are sorted in de-
scending order by the detection rate. Note that the false alarm was
setto 5%. As seen in Table 1, none of the detection rates are very

Distance | Pp % By

D9 37.162 | 0.237
D8 35.811 | 0.187
D1 28.764 | 0.208
D7 25.579 | 0.154
D6 23.263 | 0.088
D12 23.166 | 0.077
D11 22.780 | 0.137
D2 21.429 | 0.070
D5 21.139 | 0.141
D3 20.946 | 0.137
D13 19.305 | 0.157
D10 18.243 | 0.105
D4 9.749 | 0.025

Table 1: Evaluation of Concatenation Cost Estimation Algorithms

high. The highest rate is obtained by the Kullback-Leibler distance
on the FFT-based power spectra (D9), followed by the Euclidean
distance between MFCC (D8). If we look only at the power spec-
tra, we see that the non-parametric form (FFT-based) is the winner
in both distances (Kullback-Leibler (D9) and Euclidean (D1)), fol-
lowed by the Kullback-Leibler distance on PLP-based power spec-
tra (D11) and as fourth is the Euclidean distance on LPC-based
spectra (D2). The Kullback-Leibler distance on the normalized
LPC-based spectra (D10) is among the poorer performers on the
list. Therefore, although the Kullback-Leibler distance predicts
better than the Euclidean distance for FFT-based power spectra, it
is worse than the Euclidean distance for LPC-based power spectra.
Among various parametric forms of power spectra, the Euclidean
distance of MFCC (D8) yields the best score, and it’s a close sec-
ond to the one obtained by the Kullback-Leibler distance for FFT-
based power spectra. The second best parametric form is the PLP-
based cepstral coefficients (D7) while very close to this one is the
LPC-based cepstral coefficients (D6). For these two parametric
forms, the weighted Euclidean distance (D7) performs similarly to
the Kullback-Leibler distance (D11). In addition to the distance
measures reported here, we also tested the absolute difference of
pitch around the concatenation points, which had a detection rate
of 19.981%.

The ROC curves for the first three best distances are depicted
in Figure. 1. For comparison purposes, the worst distance (D4)
is also shown. Although the results obtained in this paper are
based on different speech data than those used in other experi-
ments [5] [4], it is interesting to compare our results with previ-
ously published research. Our results (except for the Itakura dis-
tance) seem to be in accordance with those obtained by Wouters
and Macon [5], in that the Euclidean distance for MFCC performs
very well. On the other hand, our results are partially in agree-
ment with those obtained by Klabbers and Veldhuis [4], since the
Kullback-Leibler distance is a good predictor for audible signal
discontinuities. However, in our study, it performs similarly to the
Euclidean distance for MFCC, in contrast to what was observed
in [4]. Furthermore, this only holds for the FFT-based power spec-
tra; the Kullback-Leibler distance based on LPC-based spectra
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Figure 1: ROC curves for the first three disances D9 (circle), D8
(square) and D1 (x). For comparison, the worst distance, D4, is
also depicted (triangle).

(D10) performs worse than the corresponding Euclidean distance
(D2).

It is obvious from the above results that the evaluated spectral
distance measures cannot predict very well the results from hu-
mans. The best distance measure predicts only 37% of the audible
signal discontinuities. Therefore, there is a need for further inves-
tigations of new distances and new features. It will be interesting
to also explore various combinations of distances.

5. SUMMARY AND CONCLUSIONS

This paper has presented a two part experiment. First, a psy-
choacoustic experiment was conducted on the detectability of sig-
nal discontinuities in concatenative speech synthesis by humans.
Based on the perceptual results obtained, we have compared the
ability of many distance measures to predict audible signal dis-
continuities. We have found that the Kullback-Leibler distance
between FFT-based power spectra and the Euclidean distance be-
tween MFCC have the highest prediction rates. However, even the
best obtained prediction score cannot be considered high. Fur-
ther investigation (with additional data from more speakers) of
new distances or combinations of distances and an exploration of
new speech features better characterizing the phenomena during
the concatenation of two units is of considerable importance for
a high quality speech synthesis system. The study also has im-
plications for extending our understanding of the human auditory
perception of speech.
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